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DATA ON THE MT57 TRIODE MERCURY VAPOUR RECTIFIER, ONE OF THE RANGE OF MULLARD THYRATRONS

LIMITING VALUES (ABSOLUTE RATINGS)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Peak Anode Voltage*</td>
<td>1000V</td>
</tr>
<tr>
<td>Forward</td>
<td>1000V</td>
</tr>
<tr>
<td>Maximum Cathode Current. 25°C's and above.</td>
<td>15A</td>
</tr>
<tr>
<td>Peak (for general control service)</td>
<td>15A</td>
</tr>
<tr>
<td>Peak (for ignitor firing service)</td>
<td>40A</td>
</tr>
<tr>
<td>Average (for general control service)</td>
<td>2.5A</td>
</tr>
<tr>
<td>Average (for ignitor firing service)</td>
<td>1.0A</td>
</tr>
<tr>
<td>Maximum averaging time</td>
<td>15 secs.</td>
</tr>
<tr>
<td>Surge (maximum duration 0.1 secs.)</td>
<td>200A</td>
</tr>
<tr>
<td>Maximum Grid Voltage.</td>
<td></td>
</tr>
<tr>
<td>Before conduction</td>
<td>-900V</td>
</tr>
<tr>
<td>During conduction</td>
<td>-10V</td>
</tr>
<tr>
<td>Maximum Grid Current.</td>
<td></td>
</tr>
<tr>
<td>Average (Averaging time 15 secs.)</td>
<td>0.28A</td>
</tr>
<tr>
<td>Maximum Grid Resistor</td>
<td>0.1MQ</td>
</tr>
<tr>
<td>Min. Cathode preheating time.</td>
<td>300 secs.</td>
</tr>
<tr>
<td>Condensed Mercury Temperature Limits.</td>
<td>40 to 80°C</td>
</tr>
</tbody>
</table>

**CHARACTERISTICS.**

- **Heater Voltage:** 5.0V
- **Heater Current:** 4.8A
- **Capacitance Anode-grid:** 4.14F
- **Deionisation Time (approx.)** 1000/4 secs.
- **Ionisation Time (approx.)** 10/4 secs.
- **Anode Voltage Drop:** 16V

**Control.**

- **Anode Voltage:** 60 100 1000V
- **Critical grid Voltage (approx.)** 0 -1.75 -8.5V
- **Base 4-pin UX.**
  * 1500V for condensed Mercury temperature up to 75°C

---

**THYRATRONS**

for fixed and mobile applications

The Mullard range of Thyratrons has now been extended to include types suitable for use in both fixed and mobile equipments.

For fixed power and motor speed control applications, a selection of Mercury Vapour tubes is available providing maximum average anode current ratings from 0.5 to 6.4 amperes.

For relay, switching and motor control applications in aircraft, ships and industry where movement is encountered, a selection of rare gas-filled tubes is also available. Important among these is a series of xenon-filled tubes with anode current ratings from 0.1 to 6.4 amperes. On account of the small variations-with-temperature of xenon gas, these tubes are ideal for use in equipments operating over a large ambient temperature range.

The Thyratron illustrated and described here is the 2.5 amp. MT57. Full details on the complete range of Mullard Thyratrons will be supplied on request.

---

**INDUSTRIAL POWER VALVES · THYRATRONS · INDUSTRIAL RECTIFIERS · PHOTOCELLS FLASH TUBES · ACCELEROMETERS · CATHODE RAY TUBES · STABILISERS AND REFERENCE LEVEL TUBES · COLD CATHODE TUBES · ELECTROMETERS, ETC.**

MULLARD ELECTRONIC PRODUCTS LTD., CENTURY HOUSE, SHAFTESBURY AVENUE, LONDON, W.C.2
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The Velocity of Light

It is just over a hundred years since Fizeau made his classical measurement of the velocity of light by passing the beam between the teeth of a rapidly-rotating toothed wheel, and varying the speed so that, on its return from the distant mirror, the beam could be intercepted by a tooth or pass between two teeth. In 1874, Cornu repeated the measurements with greatly improved apparatus; the distance between the stations was 23 km, and 15 teeth passed by before the flash returned. The result obtained was 300,330 km/s in air, equivalent to 300,400 in vacuo. In 1834, Wheatstone had suggested the use of rotating mirrors and this was developed by Foucault in 1850; his final result was 298,000. This method was further developed in the years 1880-1885, by Michelson and Newcomb; their results, reduced to a vacuum, were respectively 299,853 and 299,860 km/s, but the fact that the latter value was given as 299,860 ±30 indicates that it was necessary to take the mean of a large number of observations to obtain a reliable result.

During the last 25 years the rotating wheels and mirrors have been replaced by electrical devices. The Kerr cell was employed by Karolus and Mittelstaedt at Leipzig in 1928, and by Anderson at Harvard in 1935. If a Kerr cell is placed between two crossed Nicol prisms, it only passes light when the cell is subjected to an electric field and thus made doubly refractive. By placing the cell between the capacitor plates of a h.f. oscillatory circuit, it can be made to transmit the light twice per cycle; the returning beam can pass through a second cell excited by the same oscillatory circuit. There are various ways in which such devices can be used; in all recent applications the adjustment has not been made by the eye but by means of photo-electric tubes. During the last three or four years this method has been employed by Bergstrand in Stockholm, who claims a far greater accuracy than any other observer; he gave as the speed in vacuo 299,792.7 ±0.25, but subsequently altered this to 299,793.1 km/sec.

A paper has recently been published by the Royal Society of Edinburgh describing experiments made by Dr. R. A. Houston of Glasgow University during the last 13 years. He replaced the Kerr cell by a piezo-electric quartz oscillator working at 115 Mc/s. The periodic electric field sets up stationary ultrasonic waves in the quartz with rarefactions and condensations and consequent variations of refractive index. When vibrating at a high harmonic frequency—Dr. Houston used the 135th harmonic—there will be a large number of parallel refractive layers, and to a beam of light passing through the quartz at right-angles to the electric field the quartz will act as an intermittent diffraction grating. This had been discovered by several physicists in 1932.

As a result of the diffraction the beam from a 100 c.p. Pointolite lamp was deviated about 35 min; a reflecting mirror was placed at a distance of about 19 metres; this reflected the beam back to a lens-mirror combination, the exact position of which the observer could adjust, which returned the beam along its original path. The total length of path was thus about 4×19 metres. If, on its return, the light finds the quartz in the
diffracting condition, it will be deviated into its original path; if not, it will pass directly through the quartz without deviation and thus not be observed. The brightness of the observed light will thus increase and decrease as the length of path is increased. For maximum brightness the time occupied by the double journey must correspond to an exact multiple of the time between two successive gratings; that is, half the electrical period. The quartz was placed between the capacitor plates of a push-pull electric oscillator, the frequency of which could be determined by means of multivibrators based on the frequency of the Droitwich carrier wave. The final result for air was 299,698±9 km/s which, using figures given by Birge, is equivalent to 299,775±9 for a vacuum, but which becomes 299,782±9 if more recent correcting data determined at the National Physical Laboratory are employed.

Determinations of the velocity of electromagnetic waves in vacuo have recently been made at the N.P.L. by Essen and Gordon-Smith using cavity resonators of very accurately known dimensions. Although the wavelength employed was about 40,000 times that of light, the results indicate that the velocity is the same. Their final result is 299,792.5±3; this is determined for a vacuum and therefore needs no correction. It depends upon the accurate determination of the dimensions of the cavity resonator, constant temperature and the absence of surface films.

Dr. Bol of Stanford University has also used a cavity resonator and gives as a provisional figure 299,789.3±0.4. In *Nature* of 17th February, p. 258, Dr. Essen gives the following as the most recent determinations:—

- Bergstran (optical) 299,793.1±0.26
- Aslaskon (radar) 792.7±2.4
- Essen (cavity resonator) 792.5±3
- Bol (cavity resonator) 789.3±0.4

Dr. Essen suggests that the value 299,790 km/s be adopted until still more accurate measurements have been made.

When a measurement of the velocity in air has been made, a number of corrections have to be applied to obtain the equivalent velocity in a vacuum. These were discussed in detail by Barrell and Sears in 1939 (*Phil. Trans. Roy. Soc.*, Vol. 238, p. 1), and their final formula for the refractive index *n* of the air was as follows:—

\[(n - 1)10^6 = \left[ 0.378125 + \frac{0.0021444}{\lambda^2} + \frac{0.00001793}{\lambda^4} \right] \]

in which *p* is the barometric pressure in mm, *f* the water vapour pressure in mm, *λ* the wavelength in microns and *t* the temperature in degrees Centigrade.

This applies to standard air with 0.03% by volume of CO₂.

If we put *p* = 700, *f* = 10 and *t* = 22°C, then the formula gives the following values for the refractive index:—

<table>
<thead>
<tr>
<th><em>λ</em> (micron)</th>
<th><em>n</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>1.0003112</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0002839</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0002755</td>
</tr>
<tr>
<td>0.8</td>
<td>1.0002677</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0002670</td>
</tr>
</tbody>
</table>

For visible light *λ* lies between 0.4 and 0.8. The reciprocal of these values gives the ratio of the velocity in air to that in a vacuum; for *λ* = 0.4, \(v_a/v_v = 0.9997245\) and for *λ* = 0.8, \(v_a/v_v = 0.9997323\) a difference of about 1 part in 10⁵. These are phase velocities, and the fact that the phase velocity varies with *λ* shows that the group velocity will be less than the phase velocity. To find the group velocity we use the formula*

\[ v_g = v_n - \frac{\lambda}{a} \left( \frac{d v_n}{d \lambda} \right) \]

or

\[ \frac{v_g}{v_v} = \frac{v_n}{v_v} - \frac{\lambda}{a} \cdot \delta \left( \frac{v_n}{v_v} \right) \]

\[ = 0.999728 - \frac{0.4}{0.0000078} \]

\[ = 0.999716 \]

This is only approximate as it assumes a linear variation from *λ* = 0.4 to 0.8 about the mean 0.6 but it shows that the group velocity is less than the phase velocity by about 1 part in 10⁵ and less than the vacuum velocity by about 28 parts in 10⁵; i.e., 84 parts in 300,000. Hence, if the velocity in a vacuum is 299,790 km/s the measured velocity in air under the assumed conditions would be 299,706 km/s if the measurements were correctly made.

It must be considered very satisfactory that the four experimental results given above, obtained by such different methods and for such different frequencies, have an overall difference of less than 4 parts in 300,000.

G. W. O. H.
TRANSITION OF AN ECCLES-JORDAN CIRCUIT

By J. R. Tillman, Ph.D., A.R.C.S.

SUMMARY.—The Eccles-Jordan circuit will undergo a transition from one stable state to the other when a triggering signal causes the loop gain of the circuit to fail to satisfy the Nyquist criterion for stability of an amplifier. Analyses show how the speed of transition depends on the circuit parameters, one of which—the loop gain—must change before a transition can be completed. They deal only with the simpler circuits. The step-by-step method, which provides an alternative way of calculating a transition, is less limited in scope, but its accuracy is not easily defined. Comparisons of the results of analyses with results obtained by step-by-step computation illustrate the accuracy of the step-by-step method.

The full action of the triggering pulse and the disadvantage of using too long a pulse are well shown by step-by-step calculations. Some practical high-speed circuits undergo transitions in only a few tens of milli-microseconds and, not surprisingly, can be triggered by pulses lasting only 20 milli-microseconds.

1. Introduction

AUTHORS have often broadly described the operation of valve circuits having two stable or quasi-stable states (e.g., pulse triggers and free-running multivibrators); some have derived expressions for the duration $t_q$ of any quasi-stable state involved, e.g., in multivibrator (astable) and in flip-flop (monostable) circuits. They have usually implied that the transition from one stable or quasi-stable state to the other takes place instantaneously once the circuit reaches the critical point in the transition at which positive feedback can take control. Clearly, however, some time $t_c$ must be taken up in charging the inevitable shunt capacitances of those parts of the circuit whose energizations determine the state of the circuit, even during the period when positive feedback plays the all important part. Moreover $t_c$ is only a part of the total time of transition of the circuit; a time $t_a$ is taken to bring the circuit to the critical point and another $t_b$, is taken for stability to be substantially reached after positive feedback has lost control.

In the past there has been justification for ignoring $t_c$. In circuits with two stable states (which therefore need a fresh triggering pulse to effect each change of state) few applications until recently have involved gaps between consecutive triggering pulses of less than a microsecond or two, whereas designers have found little difficulty in reducing $t_c$ to a small fraction of a microsecond, and even $t_a + t_c + t_b$ to less than 1 $\mu$s.

However, the wish to increase the speed of operation of some parts of electronic computers must be expected: $t_a + t_c + t_b$ may well have to be much reduced particularly in two-position (bistable) trigger circuits, among which the original, the Eccles-Jordan, is still prominent. Now the relationships between the circuit parameters and the size and shape of the triggering pulse on the one hand and $t_a$ and, to a lesser extent perhaps, $t_b$ on the other, are not difficult to seek and are calculable. The reduction of these two times is largely a matter of engineering; it calls for small tolerances on resistor values, valve characteristics and power-supply voltages and for steep-fronted triggering pulses, and as such does not concern this paper. (The optimum magnitude and duration of the triggering pulse is a more involved problem briefly discussed later.)

The period $t_c$ is less well understood, but some efforts have been made to find it analytically. Thus D. Sayre has made an analysis of the transition between states of an astable multivibrator (the conventional multivibrator with capacitive coupling between the anode A of one valve and the grid G of the other and vice versa). He took into account the capacitance between A and G of each of his triode valves (though ignoring some Miller effects), but gave $\frac{dV_g}{dt}$ ($= g$) one of two values only—zero, when the potential of G is beyond cut-off, and a constant finite value when it is not. His calculations lead to expressions for voltages as power series of time $t$. He comments that "exact analysis . . . is practically impossible," but finds that "experimental rise times agree very well with these calculated ones."

E. M. Williams, D. F. Aldrich and J. B. Woodford have also analyzed the conventional multivibrator, once more giving their valves only one value of $g$ other than zero. They draw several conclusions from the equations derived; e.g., that the shape of the voltage in the transition interval should be independent of the triggering voltage. They find fair agreement between their analysis and practice. It was at first sight surprising to
find their statement "There seems to be little correlation between transition time and the time constants of the load resistances (in parallel with dynamic plate resistance) in combination with shunt capacity although this has been suggested as a major factor by Kiebert and Inglis3 and others. The shunt capacity is indeed of major importance but the load resistance ... (is not) ..." though they subsequently put forward strong arguments in support. Perhaps it is not unfair to summarize their argument by saying that if an anode load is increased, the total anode movement and the time taken to perform it will increase, but that the time taken to move a few volts (e.g., the grid base of a small h.f. pentode) need take no longer. They favour graphical methods (based on step-by-step calculations) for determining the performance of any practical unit, sound advice despite all analyses so far. Finally they report failure to simplify sufficiently the analysis of the Eccles-Jordan circuit to achieve worthwhile results, although the graphical method presents little additional complication.

The present paper will, however, concern itself solely with the Eccles-Jordan circuit; even a simple attack on it leads to points of interest.

![Diagram](image)

**Fig. 1. The Eccles-Jordan circuit.**

2. Circuit Investigated

Fig. 1 shows the circuit investigated. Pentodes are used in order that the capacitance between control grid and anode shall be negligible. The means of triggering is shown as the insertion of a battery $E$ in the lead to one grid; clearly there are equivalent methods of achieving the purpose of changing the potential of one grid suddenly. $C_1$ and $C_2$ represent the total shunt capacitance at each anode. In practice each control grid may have a significant earth capacitance; but by bridging $R_{21}$ and $R_{12}$ by suitable capacitances, the potential dividers $R_{12}$ and $R_{22}$ and $R_{21}$ and $R_{21}$ can be kept free of attenuation distortion and the net capacitances appearing at the anodes taken account of in determining $C_1$ and $C_2$, $R_{12} + R_{22}$ and $R_{21} + R_{21}$ are assumed to be very much larger than $R_1$ and $R_2$ respectively.

The time constants of the anode circuits, $C_1R_1$ and $C_2R_2$, figure prominently in the analyses and are designated $t_1$ and $t_2$; in practice they are often only a few tens of milli-microseconds.

Attention must be given to several points, including those indicated earlier, if fast and consistent operation of the circuit is to be assured. Thus the potential dividers should be so chosen as to ensure that for one stable state of the circuit $V_1$ is at about cut-off potential and $V_2$ at about cathode potential and for the other stable state the reverse; but as will be shown, practical considerations impose some restrictions.

Positive feedback round the loop $G(V_1) - A(V_1) - G(V_2) - A(V_2) - G(V_1)$ can control the movements of the currents and voltages of the circuit. When the loop gain, plotted on a Nyquist diagram, includes the point $1/0$ (unity gain and zero phase shift) it can cause a transition from one stable state to the other.

Triggering, to be effective, need only ensure that positive feedback can take full control. The triggering voltage can, however, be so large or last so long that the potential of the anode of one valve changes by substantially the ultimate amount before the anode potential of the other valve has changed very much. The transition can then take place without positive feedback playing an important role; $t_c$ loses importance to $t_b$ and the transition ceases to be interesting theoretically. In the analyses that follow in Section 3, triggering never exceeds that which allows positive feedback to assume importance.

Throughout, the circuit is assumed to be free from noise.

3. Analysis of the Circuit

3.1. Following the operation of $S$.

3.1.1. Linear valve characteristics.

The authors of the two articles1,2 on multivibrators assumed a linear relationship between $I_a$ and $V_g$. It is instructive, as a first step, to tackle the Eccles-Jordan circuit on the same basis.

The analysis must deduce the changes of the potentials of the valve electrodes with time. Transitions can be considered only if some limits are placed on the ranges of $I_a$ and $V_g$ over which linearity holds. If the ranges terminate abruptly

---

Footnote: Mr. Hansford and I have confirmed experimentally that this criterion (never as far as we know, previously postulated explicitly for valve switches) is the important one, at least in circuits for which the maximum loop gain occurs at zero frequency (e.g., that of Fig. 1), in circuits with speed-up capacitors across either or both $R_{21}$ and $R_{22}$, where the maximum gain occurs at some frequency other than zero and in circuits in which the anode load, of say, $V_1$ is augmented by a parallel-tuned circuit, resonating at some frequency well below $1/C_{1}R_1$.

---
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(i.e., \( g \) immediately goes to zero) the extension of the analysis needed to include a transition is small; if \( g \) changes smoothly outside the ranges, the analysis becomes complex.

Suppose first that \( C_1 > C_2 \); the latter can then be ignored.

Let the initial values of \( V_{1a} \) and \( V_{2a} \) be \( V_{1a0} \) and \( V_{2a0} \), \( R_{g2} = \frac{\rho_1(R_{12} + R_{g2})}{R_1} \) and \( R_{g1} = \frac{\rho_2(R_{21} + R_{g1})}{R_2} \).

\[
\frac{dI}{dV_{1a}} = g_1 \quad \text{and} \quad \frac{dI_2}{dV_{2a}} = g_2.
\]

Let the switch \( S \), introducing an e.m.f., \( E \), be operated at time \( t = 0 \).

Then
\[
\begin{align*}
I_1 &= I_{10} + g_1(V_{1a} - V_{1a0}) \\
I_2 &= I_{20} + g_2(V_{2a} - V_{2a0}) \\
V_1 &= \frac{\rho_2(V_{1a} - V_{1a0})}{R_2} \\
V_2 &= \frac{\rho_1(V_{1a} - V_{1a0})}{R_1} \\
\frac{dV_{2a}}{dt} &= -(R_1I_1 + V_{1a0})/C_1.
\end{align*}
\]

These equations enable one connecting only \( V_{1a} \) and \( t \) to be found: it is
\[
\frac{dV_{1a}}{dt} = \frac{1}{C_1R_1} \left\{ (M-1)(V_{1a} - V_{1a0}) - g_1R_1E \right\}
\]
where \( M \) being the loop gain at zero frequency, \( \rho_1\rho_2R_1R_2g_1g_2 \).

Putting \( v_1 = V_{1a} - V_{1a0} \) and solving (2)
\[
v_1 = \frac{g_1R_1E}{(M-1)} \left\{ 1 - e^{-(V_{1a0} - V_{1a})/C_1} \right\}
\]
remembering that \( v_1 = 0 \) at \( t = 0 \).

\( M \) clearly has a big influence on the relationship between \( v_1 \) and \( t \). If \( M < 1 \), the index is negative; the motion of \( v_1 \) is arrested with time, \( v_1 \) ultimately coming to rest at \( g_1R_1E/(M-1) \).

As the loop gain \( M \rightarrow 1 \),
\[
v_1 \rightarrow -\frac{g_1E}{C_1} \left[ 1 + \frac{(M-1)}{2C_1R_1} \right] \ldots
\]
when \( M = 1 \), \( v_1 = -\frac{g_1E}{C_1} \); i.e., \( v_1 \) changes steadily with time (indeed, if the valve characteristics allow!) at the rate of \( -\frac{g_1E}{C_1} \) volts/sec, the rate at which a current of \( -\frac{g_1E}{C_1} \) charges a capacitance \( C_1 \). It is significant that this rate is independent of \( R_1 \), but \( R_1 \) must play its part in satisfying the relationship \( \rho_1\rho_2R_1R_2g_1g_2 \).

If \( M > 1 \), \( v_1 \) becomes more and more negative with time at an ever-increasing rate. (In practice the circuit would be unstable even before \( S \) was operated, noise initiating an ever-increasing movement of electrode potentials.)

Because movements of \( V_{1a} \) are instantly reflected in movements of \( V_{2a} \), expressions for \( V_{2a} \) follow without difficulty and call for no comment.

Now let \( C_2 \) have a significant value. The equation \( V_{2a} = -R_2I_2 \) of set (1) now becomes \( \frac{dV_{2a}}{dt} = -(R_2I_1 + V_{2a})/C_1R_2 \); the others are unchanged. The new set produces the equation for \( v_1 \)
\[
\frac{dv_1}{dt} + \frac{1}{t_1} \frac{dv_1}{dt} + (1-M)v_1 = -\frac{g_1R_1E}{C_1C_2R_1R_2}
\]
whence
\[
v_1 = Ae^{-(1-\sqrt{M})/t_1} + Be^{-(1+\sqrt{M})/t_1}
\]

\[
g_1R_1E/(1-M)
\]

\[
(Fig. 2. Comparison of \( \frac{I}{V} \) relationship of \( CV138 \) with parabola.)
\]

\[\text{(a) } CV138, \ V_{A1} = 150V, \ V_{C} = 100V \]
\[\text{(b) } I_e = (V_{C} + 3.75)^{1/2} \text{mA} \]

\[\text{(a) } CV138, \ V_{A1} = 150V, \ V_{C} = 100V \]
\[\text{(b) } I_e = (V_{C} + 3.75)^{1/2} \text{mA} \]
But \( v_1 = 0 \) when \( t = 0 \) and clearly \( \frac{dv_1}{dt} \) (the same as that calculated when \( C_2 \) is absent, independently of \( M \)). \( A \) and \( B \) are therefore determinate; equation (5) becomes

\[
v_1 = \frac{-g_1 R_1 E}{2(1-M)} \left[ (1+\sqrt{M})e^{\sqrt{M} \tau} \right. \\
+ \left. (1-\sqrt{M})e^{-\sqrt{M} \tau} - 2 \right] 
\]

If \( M < 1 \), both exponential terms have negative indices and \( \frac{dv_1}{dt} \) after beginning as \( \frac{dv_1}{dt} \) slows up and eventually becomes zero, \( v_1 \) having become \( \frac{g_1 R_1 E}{1-M} \).

If \( M > 1 \), one exponential term has a positive index and \( v_1 \) ultimately changes at an ever increasing rate.

If \( M = 1 \)

\[
v_1 = \frac{-g_1 R_1 E}{4} \left[ 1-e^{-\frac{t}{t_1}} + \frac{2}{t_1} \right]
\]

so that ultimately \( v_1 \) moves as \( \frac{-g_1 R_1 E t}{2t_1} \); i.e., one half its initial rate and one half the rate applying when \( C_2 = 0 \).

The change of voltage at the anode of \( V_2 \), \( v_2 = V_{2a} - V_{20} \) is simply found; it is

\[
v_2 = -\frac{E \sqrt{M}}{2(1-M)\rho_2} \left[ (\sqrt{M}+1)e^{(\sqrt{M}-1)/t_1} \\
+ (\sqrt{M}-1)e^{-(\sqrt{M}+1)/t_1} - 2 \sqrt{M} \right]
\]

Qualitatively, \( v_2 \), though moving in the opposite direction, behaves as does \( v_1 \) for \( M < 1 \), \( M = 1 \) and \( M > 1 \) except that \( \frac{dv_2}{dt} \) is zero at \( t = 0 \).

Quantitatively, and when \( M = 1 \),

\[
v_2 = \frac{E t}{4\rho_2} \left[ \frac{2}{t_1} + e^{-\frac{t}{t_1}} \right]
\]

so that ultimately \( v_2 \) moves as \( \frac{E t}{2\rho_2} \), which, for a circuit in which \( g_1 R_1 \rho_2 = g_2 R_2 \rho_1 = \sqrt{M} = 1.5 \), is as \( \frac{g_1 R_1 E t}{2t_1} \); i.e., is as \(-v_1 \).

Fig. 3, included primarily to illustrate other points, shows the relationships between \( v_1 \) and \( v_2 \), and \( t \), when \( g_1 R_1 \rho_2 = g_2 R_2 \rho_1 = \sqrt{M} = 1.5 \).

If \( M = 1 \), the calculations involved when \( R_1 C_1 \neq R_2 C_2 \) are much simplified and worthwhile pursuing in order to calculate \( \frac{dv_1}{dt} \). Let \( C_1 R_1 = t_1 \) and \( C_2 R_2 = t_2 \).

Then

\[
\frac{d^2v_1}{dt^2} + \left( \frac{1}{t_1} + \frac{1}{t_2} \right) \frac{dv_1}{dt} = -\frac{g_1 R_1 E}{t_1 t_2}
\]

and, allowing for the conditions at \( t = 0 \),

\[
v_1 = -\frac{g_1 R_1 E}{(t_1 + t_2)} \left[ t + \frac{t_2}{(t_1 + t_2)} - \frac{t_2}{(t_1 + t_2)}e^{-(\frac{1}{t_1} + \frac{1}{t_2})} \right].
\]

Hence for values of \( t > t_1 \) and \( t_2 \), \( v_1 \) changes as \(-\frac{g_1 R_1 E t}{t_1 + t_2} \), although when \( t < t_1 \) and \( t_2 \) it changes as \(-\frac{g_1 R_1 E t}{t_1} \).

If \( g_1 \) (or \( g_2 \)) goes to zero at some value of \( V_{1a} \) (or \( V_{2g} \)), the calculation of the time of a transition involves finding the value of \( t \) which makes \( v_2 \) (or \( v_1 \)) consistent with that value of \( V_{1g} \) (or \( V_{2g} \)). The absence of positive feedback when \( g_1 \) (or \( g_2 \)) has fallen to zero simplifies the calculation of subsequent changes of \( v_1 \) and \( v_2 \).

3.1.2 Non-linear valve characteristics

An assumption that \( \frac{dI_q}{dV_g} = g \) is constant (but \( \neq 0 \)) over a limited range of \( V_g \) and zero outside the range is often reasonable enough if the transition of the valve switch involves much of the range (or ranges) where \( g = 0 \). For then much of the time of operation may be taken up with bringing one or both control grids to the point(s) where \( g \) assumes its finite value, and the calculation of the total time of operation need incur little error by ignoring the practical changes of \( g \) with

![Fig. 3. Illustrating the accuracy of the step-by-step method when the valve characteristic is linear and \( R_1 C_1 = R_2 C_2 \). Curves by rigid analysis. Points obtained by step-by-step method, using \( t_3 = 0.69 t_1 \), shown o; every fifth point obtained by the method, using \( t_3 = 0.105 t_1 \), shown x.](image-url)
When \( g \) is not zero. If, on the other hand, the region where \( g = 0 \) is not to be entered by the control grids of either \( V_1 \) or \( V_2 \), more consideration ought to be given to the exact relationship between \( I_a \) and \( V_g \).

If \( C_2 = 0 \), equation (1) becomes

\[
I_1 = k_1(V_1 - V_{10} + E)^2, \quad I_2 = k_2(V_2 - V_{20})^2 \quad \text{where} \quad V_{10} \quad \text{and} \quad V_{20} \quad \text{are positive quantities measured relative to the points where} \quad I_1 = 0 \quad \text{and} \quad I_2 = 0 \quad \text{respectively.} \]

Suppose \( \rho_1 = \rho_2(= \rho) \), a common practical condition, and that at \( t = 0 \) the loop gain at zero frequency, \( 4k_1k_2\rho^2R_1R_2V_{10}V_{20} \), is unity.

If \( E = 0 \), a stage in the solution of (8) is

\[
\frac{dv_1}{dt} = -\frac{v_1^2\rho}{8} \left[ \frac{p^2V_{10}^2}{2} + \frac{v_1V_{20}}{2} + \frac{V_{20}^2 - V_{10}^3 + 2V_{20}12}{2} \right]
\]

initially. Then for \( V_{20} > V_{10} \), \( \frac{dv_1}{dt} \) is negative, so that if the displacement assumed is positive, the circuit moves towards the condition \( v_1 = 0 \); i.e., back to the starting state. If the displacement is negative, however, the circuit moves away from \( v_1 = 0 \) at, for some time, an ever increasing rate, effecting a transition. Equally if \( V_{10} > V_{20} \), \( \frac{dv_1}{dt} \) is positive and a positive displacement is required to effect a transition. In other words, if \( V_1 \) is the valve which is the more nearly turned off \( (V_{10} < V_{20}) \) its anode potential must be moved negatively in order that the circuit shall change state (and vice versa)—the expected qualitative conclusion.

If \( E \neq 0 \), and only the initial changes of \( v_1 \) are required, equation (8) yields

\[
\frac{dv_1}{dt} = -\frac{k_1R_1(2V_{10}E + E^2)}{t_1}
\]

and since \( \frac{dI_1}{dt} \), \( t = 0 \), is \( g_{10} = 2k_1V_{10} \) if \( E < V_{10} \).

If \( E \neq 0 \), \( \frac{dv_1}{dt} \) when \( v_1 \) has attained a value comparable with \( E \), is given by an equation which, though involving terms additional to those given in (9) and (10), is of practical value.

Suppose \( \rho_1 = \rho_2 \), a common practical condition, and that at \( t = 0 \) the loop gain at zero frequency, \( 4k_1k_2\rho^2R_1R_2V_{10}V_{20} \), is unity.

If \( E = 0 \), a stage in the solution of (8) is

\[
\frac{dv_1}{dt} = \frac{v_1^2\rho}{8} \left[ \frac{p^2V_{10}^2}{2} + \frac{v_1V_{20}}{2} + \frac{V_{20}^2 - V_{10}^3 + 2V_{20}12}{2} \right]
\]
Equation (9) can be integrated for $t$ in terms of $v_1$ without difficulty, and the time taken for $v_1$ to change from a first value $v_{11}$ to a second value $v_{12}$ can be calculated. (The time taken to reach any finite value of $v_1$, from $v_1 = 0$ is infinite unless an initial impulse is given.) If $V_1$ is the valve more nearly turned off initially, the time taken for $I_2$ to be reduced to zero (i.e., for $V_2 + V_20$ to become zero) is given by the time taken for $v_1$ to reach the value $-V_20$ from some other value $v_{11}$. For more negative values of $V_2$, $I_2$ should clearly be given the value of zero (i.e., the characteristic of the valve to the left of the point P in Fig. 2 is not the other half of the parabola but is the $V_e$ axis).

If a circuit is set up with its loop gain at unity, the transition time can therefore be calculated, provided $E$ or the initial small disturbance of $V_{1a}$ is known.

When $C_2 \neq 0$, the expression relating $t$ and $v_1$ is very complex and of little practical value. Nonetheless $C_1 \approx C_2$ is a common practical occurrence. In order that the influence of $C_2$ should be clear, the analysis must make way, in Section 4, for the empirical step-by-step method.

3.2. Following a subsequent return of $S$.

If $S$ returns after a time $t_s$, the subsequent behaviour of the circuit can be gauged in part from considerations of the potentials $(V_1)_{t=t_s} = V_{1s} = \rho_2(V_2)|_{t=t_s} = \rho_2V_{2s}$ and $(V_2)_{t=t_s} = V_{2s} = \rho_2(V_1)|_{t=t_s} = \rho_1V_{1s}$. Thus although $V_{1s}$, while having the contributions $E$ and $V_{1a}$, causes charging of $C_1$ in the direction originally fixed by the polarity of $E$ (except that charging ultimately ceases if $M < 1$), the loss of $E$ may mean that $V_{1s}$ is insufficient to continue charging in this sense, whereupon $\frac{dV_{1a}}{dt}$ is reversed, at least temporarily. On the other hand, $V_{2s}$ suffers no change in value at $t = t_s$, so that, for the time being, $C_2$ continues to charge in the direction applying just before $t = t_s$. Illustrations of these behaviours will be found in Figs. 3, 6 and 7.

If, immediately following the return of $S$, $\frac{dV_{1a}}{dt}$ and $\frac{dV_{2a}}{dt}$ remain of opposite signs, the subsequent behaviour of the circuit is usually clear. If, however, $\frac{dV_{1a}}{dt}$ changes sign at the closure, the behaviour is less obvious. Usually either $\frac{dV_{1a}}{dt}$ or $\frac{dV_{2a}}{dt}$ subsequently changes sign. If $\frac{dV_{1a}}{dt}$ changes sign again the circuit moves in the direction it did during the period $t = 0$ to $t = t_s$ and a transition takes place. If $\frac{dV_{2a}}{dt}$ changes sign the circuit seeks to return to the conditions applying at $t = 0$. Exceptionally neither may subsequently change sign before reducing to zero; either $v_{1s}$ may much exceed the value of $v_1$ proper to a transition (see, for example, the curve for $t_s = 2.63t_1$ in Fig. 7) or $M$ may have and retain the theoretically interesting but impracticable value of unity.
Some of the analysis of Section 3.1 can be usefully extended to find the behaviour at times after \( t_s \). That in which the valve characteristics are non-linear cannot simply be extended; resort must then again be made to the step-by-step method. When the valve characteristics are linear, the analysis can conveniently continue to distinguish between (a) \( C_2 = 0 \) and (b) \( R_C_1 = R_2C_2 \) but cannot simply deal with \( R_C_1 \neq R_2C_2 = 0 \).

(a) When \( C_2 = 0 \), and at the return of \( S \),
\[
\rho_2v_2 + \frac{v_1}{g_1R_1} \quad \text{(the voltage by which } \rho_2v_2 \text{ exceeds}
\]
\[- \frac{v_1}{g_1R_1} \text{ and hence } \nu_2 \text{ exceeds that necessary to}
\]
sustain the charge on \( C_1 \) is \( E(e^{-(1-M)t_s}) \); it can be substituted for \( E \) in the earlier analysis

([Section 3.1.1] as if it were a triggering voltage. Consequently, if \( M > 1 \) the total

further movement of \( V_{1a} \) is, from equation (3),
\[
\frac{g_1R_1E}{(1-M)} \left[ 1 - e^{-(1-M)t_s} \right],
\]
which exactly cancels

the movement prior to \( t_s \).

If \( M = 1 \), there is no further movement after the return of \( S \).

If \( M > 1 \), \( E\left(e^{(1-M)t_s}-1\right) \) is positive and \( \nu_{1a} \)
continues in the direction it was set by \( E \) at the

operation of \( S \).

If \( M = 1 \), there is no further movement after the return of \( S \).

(b) When \( C_2R_1 = C_2R_2 \) equations (6) and (7) give \( v_1 \) and \( v_2 \) respectively at \( t = t_s \). When \( M \) has

the special value of unity, \( \rho_2v_2 + v_1/g_1R_1 = \text{say, } E_{1s} = \)
\[- \frac{E}{2g_2R_2} \left( 1 - e^{-2ts} \right), \]
which also has the polarity of \( -E \). \( E_{1s} \) and \( E_{2s} \) therefore oppose one another in their action on the circuit, all of whose

electrode potentials ultimately come to rest at some value other than those applying before \( S \) was operated, a behaviour most clearly seen if \( g_1R_1/\rho_1 \) and \( g_2R_2/\rho_2 \) are each unity.

When \( M \neq 1 \), \( E_{1s} \) and \( E_{2s} \) can once again be calculated. The motion of \( V_{1a} \) subsequent to the

return of \( S \), \( v_{1s} \), is then given by the equations

\[
\frac{dv_{1s}}{dt} + \frac{2e^{1s} + (1-M)v_{1s}}{t_1} = \frac{g_1R_1}{t_1^2} \left( E_{1s} - \rho_2\nu_2 \right), \]
\[v_{1s} = 0 \text{ at } t \text{ (now measured from } t_s) \]
\[
0 \quad \text{and} \quad \frac{dv_{1s}}{dt} \bigg|_{t=0} = \frac{g_1R_1E_{1s}}{t_1}, \quad \text{so that if}
\[
\rho_1g_1R_1 = \rho_2g_2R_2 = \sqrt{M} \quad \text{then } v_{1s} = \frac{\sqrt{M}}{2\rho_1(M-1)} \left[ 2(E_{2s} - E_{1s})e^{-\sqrt{M}t_s} - (\sqrt{M} - 1)(E_{1s} + E_{2s})e^{-\sqrt{M}+1t_s} - 2(E_{2s} - \sqrt{M}E_{1s}) \right] \quad (11)
\]

Similarly
\[
v_{2s} = \frac{-\sqrt{M}}{2\rho_2(M-1)} \left[ (\sqrt{M} + 1)(E_{2s} - E_{1s})e^{\sqrt{M}t_s} - (\sqrt{M} - 1)(E_{1s} + E_{2s})e^{\sqrt{M}+1t_s} - 2(E_{2s} - \sqrt{M}E_{1s}) \right] \quad (12)
\]

An example of the use of these two equations is given later.

4. Step-by-step Method

The step-by-step method is not difficult to use. The influence of the triggering pulse \( E \) direct or indirect, on all the valve currents and electrode potentials is calculated over a first period of time \( t_3 \) (preferably so related to \( t_1 \) as to simplify the consequent arithmetic). The potential of the electrode originally displaced by \( E \) is now found to be further displaced, by \( \delta_1 \). The new total displacement \( E + \delta_1 \) is now assumed to apply for a second period of \( t_3 \) and so on. If the behaviour of a circuit not being stimulated by an externally applied pulse is sought, a small displacement \( \delta_0 \) of the potential of one of the electrodes must be assumed. Clearly the method will give full and accurate information if \( \delta_0 \) and, more particularly, \( t_3 \) are made very small.

The calculations can be very simple if \( R_1C_1 \gg R_2C_2 \); first \( 1_{2s} \) can be assumed to respond instantly to changes of \( V_{2s} \) (and hence to those of \( V_{1a} \)) the second, the value of the current \( (I_1)_{n+1} \) charging \( C_1 \) and changing \( V_{1a} \) from \( (V_{1a})_n \) to \( (V_{1a})_{n+1} \) during the \((n+1)\)th period can, with some confidence, be taken as that flowing at the end of the \(n\)th period, whose calculation will just have been made. But the movements of the electrode potentials will appear to proceed more slowly the larger the value of \( t_p \).

When \( R_1C_1 \) and \( R_2C_2 \) are comparable, however, the choice of \((I_1)_{n+1}\) and \((I_2)_{n+1}\) is more open. Each may be taken as that flowing in the relevant valve at the end of the \(n\)th period, but the movements of the electrodes will appear to proceed even more slowly the larger is \( t_3 \). Improved accuracy is obtained if mean values of the currents flowing during the \((n+1)\)th period are estimated by extrapolation from the values calculated for earlier periods, but the arithmetic increases.

Thirdly, \((I_1)_{n+1}\) can be taken as the current flowing at the beginning of the \((n+1)\)th period and \((I_2)_{n+1}\) as the current flowing at the end of the period; no extrapolation or extra work is needed to find this value of \((I_2)_{n+1}\) which becomes known as soon as the effect of \((I_1)_{n-1}\) on \( V_{1a} \) and hence \( V_{2s} \) is calculated, as it must be. At first sight the simplification involved in the third choice of
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currents would seem to lead to cumulative exaggeration of the movement of $V_{2a}$ and an underestimate of that of $V'_{1a}$; but closer inspection shows that the unequal treatment obviously applying during the first few periods of $t_2$ acts to decrease subsequent inequalities so much that over any number of periods the relative timing error of $V'_{1a}$ and $V_{2a}$ appears to be much less than $t_2/2$. The third choice has accordingly been used in all curves shown subsequently where $C_1R_1 = C_2R_2$.

Figs. 3 and 4 compare results obtained by the step-by-step method (using two separate values of $t_3, 0.105 t_1$ and 0.69 $t_1$) with those obtained by analysis. For Fig. 3 the valve characteristics are linear, with $R_1C_1 = R_2C_2, g_1R_1 = g_2R_2 = 3, \rho_1 = \rho_2 = 1/2$ and therefore $M = 2.25$. $S$ introduced a voltage $E$ at time $t = 0$, and for curves and points (b) removed it again at time $t = 1.05t_4$. Curves (a) were calculated from equations (6) and (7) and curves (b) from equations (11) and (12). The points obtained by the step-by-step method agree very well with the analytical curves.

For Fig. 4 the valve characteristics are parabolic. Curve (a) was calculated by integrating equation (9). For all the curves $I_a = kV^2$, $k_1R_1 = k_2R_2 = 1V^{-1}, C_2 = 0$, $\rho = 1/2$, $I_{1g} = 1/3$ and $V_{2g} = 3$. (The beginning of the curves, at $t = 0$, corresponds to $v_1 = -0.25$; $V_{2g}, v_2$ and $V_{1g}$ are immediately calculable, $V_{1g}$ producing a current in $V_1$ which is more than enough to sustain $v_1 = -0.25$). The curves show that taking $t_2$ as 0.105 $t_1$ distorts the time scale by no more than 10%.

The curve (c) of Fig. 3 is reproduced in Fig. 5 and compared with one showing the effect of making $R_2C_2 = R_1C_1$, conditions otherwise being unchanged and another using the characteristics of the CV138 shown in Fig. 2 in place of the artificial parabolic law, with $C_2 = 0, R_1 = R_2 = 1000 \Omega, \rho = 1/2$ and initial conditions of unity loop gain ($g_{10} = 0.67 mA/V$ and $g_{20} = 6.0 mA/V$). In calculating curve (b) the value of $v_2$ at the time when $v_1$ has reached $-0.25$ (assuming the triggering pulse to have been very small indeed) is not immediately calculable, but equations (6) and (7) assist in estimating it. The transition is slower when CV138 valves are substituted for types with a parabolic law connecting $I_a$, and $V_{1g}$ because $g$ changes less rapidly with $V_{1g}$ near cut-off for the practical valve.

The practical consideration that the circuits are more likely to be triggered by finite pulses applied to $G_1$ of $V_1$ or $V_2$ detracts little from the value of the comparison between the separate curves of Figs. 4 and 5, for which only very small displacements of an anode voltage are assumed at $t = 0$.

The curves of Figs. 4 and 5 have not been shown much extended beyond the point at which $V_2$ is cut off (i.e., into the $b$ region). Thereafter when $C_2 = 0$, $v_1$ follows an easily calculated exponential curve, convex upwards, and when $R_2C_2 \approx R_1C_1$ both $v_1$ and $v_2$ follow exponential or near-exponential curves.

5. Discussion

The analyses call for little comment. They are thought to serve a useful purpose in clarifying the operation of the circuit during the transition and, by giving a guide to the smallness of step required for a prescribed accuracy, to improve the usefulness of the step-by-step method. It would be wrong, however, to assume that they can readily provide accurate data for everyday circuit design. The main reasons for their inability to do so are bound up with the role of the triggering pulse after positive feedback could have taken sole control, engineering questions and the practical quiescent conditions.

The essential role of the triggering pulse—of bringing the circuit to the point where positive feedback can take control—needs no further explanation, but the optimum size and duration do. Some understanding has been sought by extending the simpler parts of the present analysis to take account of the return of $S$ after a short interval. But further extension introduces more and more mathematical complications the more nearly the theoretical circuit approaches the practical; a full analysis would, in addition, need to consider carefully what was meant by 'best' operation of the circuit; e.g., to consider the relative weights to be given to the achievement of a high rate of change of $v_1$ and to the minimizing of the overall movement of all the electrode potentials in order to ensure the most rapid reversal of operation.

Engineering questions abound in the Eccles-Jordan circuit. The departures of the valve characteristics from one another and from the parabolic law assumed are probably amongst the least important. Tolerances on resistors and power-supply voltages make themselves felt mainly in their influence on the quiescent conditions. They alone force one of the valves to be well cut off for each stable state—an undesirable condition also imposed by the likely shapes of valve characteristic, particularly the parabolic and near-parabolic. For while (a) $\rho_1p_2R_1R_2g_{1g}g_{2g}$ should be nearly unity in each quiescent stable state for the easiest triggering (b) $p_1R_1(I_{1max} - I_{1min})$ should not exceed the grid base of $V_2$, say $v_{b2}$, and $p_2R_2(I_{2max} - I_{2min})$ must not exceed the grid base of $V_1$, $v_{b1}$; i.e.,

$$\frac{p_1p_2R_1R_2(I_{1max} - I_{1min})}{v_{b1} - v_{b2}} > 1$$

where $I_{1max}, I_{1min}$, $I_{2max}, I_{2min}$.
where $I_{1\text{min}}$ and $I_{2\text{max}}$ represent the currents passed by $V_1$ and $V_2$ respectively for one quiescent state and $I_{1\text{max}}$ and $I_{2\text{min}}$ the other.

But $I_{1\text{max}} - I_{1\text{min}} = -g_1$, the mean value of $g_1$, and

$$I_{2\text{max}} - I_{2\text{min}} = -g_2,$$

the mean value of $g_2$. Now $g_1 - g_2$ may well exceed $g_{10} - g_{20}$ if it does (a) and (b) cannot simultaneously be satisfied. If $v_{b1}$ and $v_{b2}$ are gradually extended into the cut-off region (making $I_{1\text{min}}$ and $I_{2\text{min}}$ zero incidentally) $g_1$ and $g_2$ are reduced so that (b) is more easily satisfied. But (a) ceases to be true and the need for a larger triggering pulse arises.

The analysis would have encountered the same problem had it concerned itself with restoration (or backward operation) of the circuit to the initial stable state. Thus the initial conditions chosen for the circuit of Fig. 1 to give the curves of Figs. 4 and 5 cause $V_2$ to be well cut off after the circuit has changed over to its second stable state; although only a minute triggering pulse of the shortest duration is needed for forward operation, a large one of much longer duration would be needed to initiate backward operation.

Figs. 6 and 7 have, therefore, been included to illustrate the importance of these very practical features of the Eccles-Jordan circuit. Their curves have been calculated by the step-by-step method with $t_3 = 0.1054$; the potentials of the electrodes of $V_1$ and $V_2$ for one stable state are exactly those of $V_2$ and $V_1$ for the other. For each valve $I_a = k(V_g - V_{go})^2$ when $V_g > V_{go}$, and $I_a = 0$ when $V_g < V_{go}$; $k = 1\text{mA}/V^2$. $R_1 = R_2 = 1,000$ ohms, $\rho = \frac{1}{4}$ and $C_1 = C_2$.

For Fig. 6, before the operation of $S$ at $t = 0$, $V_{1\text{g}} = 3 + V_{go}$ and $V_{2\text{g}} = V_{go} - 1.5$; therefore $I_{1\text{g}} = 9\text{mA}$, $I_{2\text{g}} = 0$ and the loop gain is zero. $E$, $-3\text{volts}$, is introduced at $t = 0$, thereby depressing the potential of $G_1$ of $V_1$, reducing $I$, to zero and so on. At a later time, $t = t_0$, $S$ returns and the extent to which the circuit has then been disturbed determines whether a change-over (to the second state for which $V_{2\text{g}} = 3 + V_{go}$ and $V_{1\text{g}} = V_{go} - 1.5$) will result or whether, on the other hand, the circuit will return to the conditions prevailing before $t = 0$.

For Fig. 7, before the operation of $S$, $V_{1\text{g}} = V_{go} - 1.5$ and $V_{2\text{g}} = V_{go} + 3$. $E$, now $+3\text{volts}$, is introduced by the operation of $S$ at $t = 0$, raising the potential of $G_1$ of $V_1$, etc. At $t = t_0$, $S$ returns and the disturbed circuit is left to decide its movements.

The two figures show the importance of the length of $t_0$. On the one hand, if $t_0$ is less than some minimum value, no transition results, even though $V_{1\text{g}}$ may have moved nearly as far as it would have had a transition resulted (see for instance, the curve for $V_{1\text{g}}$ when $t = 1.47 t_0$, in Fig. 6). The practical dangers following a 'near-miss' at once become apparent; they are, moreover, not necessarily avoided merely by ensuring that the motion of the anode of the non-triggered valve shall be taken as the output signal (see for instance the curve for $V_{2\text{g}}$ when $t = 1.37 t_0$, of Fig. 7). On the other hand if, for the conditions of Fig. 7, $t_0$ much exceeds the minimum duration necessary to ensure a transition, the circuit may suffer an unnecessary disturbance and $t_b$ may outweigh $t_0$ in importance. The disturbance would militate against a rapid reversal to the original state by a second triggering pulse applied, for instance, to $G_1$ of $V_2$. (A more detailed study shows the same danger to exist in practice even when the triggering pulse acts to turn off a valve, as for Fig. 6.)

Fig. 6 shows incidentally, in the curves for $t > 2.14 t_0$, how positive feedback loses its importance when the triggering voltage lasts too long. Moreover those parts of the curves for $t < 1.6 t_0$, belong to the region of $t_0$ rather than of $t_b$.

For the circuit considered, which closely resembles a typical practical one, the minimum effective value of $t_0$ is about $1.6 t_0$. Hence if $C_1 = C_2 = 12\text{pF}$, $R_1$ and $R_2$ each being $1,000$ ohms, a triggering pulse of $3\text{volts}$ is effective if it lasts $20\text{mili-microseconds}$. If the voltage of the pulse were greater, one direction of the switching—that started by the triggering pulse applied to turn a valve on—could be effected by an even shorter pulse. The smallness of the minimum value of $t_0$, effecting a transition undoubtedly makes easier unwanted transitions of high-speed Eccles-Jordan, and closely related, circuits. They are known to occur, for instance, when electrical discharges of short duration, possibly producing short bursts of radio-frequency energy, have been produced near either a circuit or its power leads.

The time constant $t_1$ (and $t_2$ where it differs from $t_1$) figures prominently in the expressions relating the electrode potentials with time. Designers of Eccles-Jordan circuits should always pay attention to it. If, for instance, a circuit is to be used to select pulses of more than some specified duration, $t_1$ must be carefully chosen. But $t_1$ is not entirely at the designer's disposal; the valve characteristics alone set a lower limit. $C_1$ (and $C_2$) cannot be reduced below the sum, $C_a + \rho_1 C_g$ (or $C_a + \rho_2 C_g$), of the anode capacitance of one valve and a contribution from the grid capacitance of the other. $R_1$ and $R_2$ must be sufficient to satisfy $g_1 g_2 R_1 R_2 \rho_1 \rho_2 > 1$. Thus if $C_1 = C_2$, $R_1 = R_2$ and $\rho_1 = \rho_2 = \rho$, the circuit would be stable.
which has its smallest value, $(C_a + \rho C_b)/\rho \sqrt{g_{12}}$
when $\rho$ has its maximum value of unity (in practice the power supplies available limit $\rho$ to some smaller value, thereby increasing $t_1$).

Only a simple Eccles-Jordan circuit has been considered. Although it is still freely used, the demands for circuits with two stable states have been numerous and varied and have led to many modifications to it. Thus, diodes are often used to limit the excursion of one or more electrodes; 'speed-up' capacitors are connected across $R_1$ and $R_2$ to transfer, initially, more of the change of voltage at the anode of one valve to the grid of the other; and the suppressor grids of the pentodes can often more conveniently accept the triggering pulse. A rigid analysis of any more complicated circuit must be expected to be lengthy and probably unwieldy; it can hardly lead quickly to results which will compete in usefulness with the step-by-step method.
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TRAVELLING-WAVE TUBES WITH DISPERSIVE HELICES

By F. N. H. Robinson, M.A.

THE travelling-wave tube (t.w.t.) as a micro-wave amplifier has been described by R. Kompfner and J. R. Pierce and L. M. Field. Essentially (Fig. 1) the t.w.t. consists of a helix of wire in which the signal propagates at a velocity in the region of $v'$ to $v''$, the velocity of light, and down the centre of which a beam of electrons with the same velocity as the signal is projected. The electrons interact with the wave by velocity modulation and bunching, and amplification results. Theories of this process have been given by Pierce, Kompfner and Bernier which all agree and predict the dependence of the gain on such parameters as beam current and voltage with a fair degree of success.

Now a travelling-wave tube is essentially an amplifier which has an internal feedback path, the helix, and unless this is correctly matched to the external circuit at both ends, power is reflected back from the output of the tube to the input and it oscillates. In the early work (e.g., Kompfner) it was found very difficult to obtain gain of more than 10 db without the tube oscillating, though not necessarily at the signal frequency. This was because the electronic bandwidth (i.e., the band over which wave-electron interaction and amplification occurs) was very wide, of the order of an octave or more; and although it was possible to get a good helix-to-circuit match over a bandwidth of, say, 50% in the neighbourhood of the signal frequency, it was not possible to obtain a sufficiently good match over the whole electroni-
bandwidth to prevent oscillation occurring at some frequency far from the signal. Pierce and Field\textsuperscript{2} overcame this difficulty by making the helix have an attenuation in excess of the net gain of the tube. This is possible because the effect of attenuation in the helix on the amplification can be compensated by an increase in beam current, whereas the unwanted wave reflected back from the mismatch at the output end does not interact with the beam, because it travels in the opposite direction, and suffers the full attenuation of the helix. Thus if the helix loss is $L$ db and the reflection coefficient due to mismatch at either end is $K$ the tube will be stable up to a maximum gain

$$G = L - 20 \log K \text{ db} \quad \ldots \quad (1)$$

If we assume that at some frequency within the electronic bandwidth $K$ will be unity, then the maximum stable gain is equal to the cold loss of the helix. Tubes using this principle having gains greater than 20 db have been reported\textsuperscript{2}.

It is, however, possible to reduce the electronic bandwidth considerably by using a dispersive helix; i.e., a helix in which the phase velocity of the wave it supports varies rapidly with frequency. There will then be only a limited range of frequencies within which the electron and wave velocities are sufficiently close for amplification to occur. This is achieved in practice by making the helix diameter sufficiently small. If the helix radius is $r$ and the axial wavelength $\lambda$ (i.e., the wavelength of the slow wave in the helix) then dispersion occurs when:

$$d = \frac{2\pi r}{\lambda} < 2 \quad \ldots \quad (2)$$

With this parameter $d$ made equal to 1.2 there is sufficient dispersion to reduce the electronic bandwidth to about 10% of the centre frequency.

It is then feasible to terminate the helix correctly over the whole of this band, and by virtue of equation (1), since $K$ is now fractional, to obtain stable gains greatly in excess of the cold loss $L$.

The magnitude of the increase in stable gain we can hope to achieve by this method can be estimated as follows:

If the attenuation in the helix is $L$ db and the measured insertion loss of the tube is $L'$ db then the difference $L' - L$ is due to mismatches at the ends. It seems plausible that if over a band of 500 Mc/s $L'$ only varies by 2 db, the minimum value of $L'$ cannot be very different from $L$. Thus using the relation

$$L' - L = - 20 \log (1 - K) \quad \ldots \quad (3)$$

we can obtain $K$ and use the value in equation (1)
to predict $G$. For instance, if within a band of the same order as the electronic bandwidth $L - L' \leq 2$ db, then within that band $G$ may exceed $L$ by 14 db.

Fig. 4. Gain as a function of $i^{1/3}$ at $\lambda = 11.85$ cm.

Tubes have been made to test this hypothesis and results will be quoted for a tube having a helix of 3 mm internal diameter, 12 turns per cm, 32 cm long of 0.4-mm molybdenum wire; this tube is shown in Fig. 2. The helix is supported in a hard-glass tube of approximately 1-mm wall thickness, and this appears to have no harmful effect on the dispersion of the helix although it reduces the phase velocity quite considerably.

The attenuation due to loss in the glass is incidental and no deliberate attempt has been made to introduce loss. Fig. 3 gives a comparison of the beam voltage corresponding to the wave velocity for two identical helices, one supported in a glass tube, the other between three glass tubes. Fig. 4 shows the relation between gain and the cube root of the beam current and shows the usual straight line with a deviation over 21 db presumably due to a feedback effect. The tube is quite stable and the gain repeatable up to 33 db, but it is clear from a comparison of (a) and (b) of Fig. 5, which show gain versus wavelength, that at 24 db gain there is a resonance effect which is absent at lower gains. There is at 24 db, however, no oscillation occurring at any wavelength between 7 and 14 cm. It seems unlikely that there will be any oscillation beyond these limits. The cold insertion loss of the tube is 11.5 db.

Fig. 6 is a curve of gain versus beam voltage for a given current and frequency. It is precisely similar to that obtained with a non-dispersive tube as many wavelengths long. From this and Fig. 7, which is an enlarged version of part of curve B of Fig. 3, we can predict that the bandwidth of the tube between half-power points will be 180 Mc/s and that the bandwidth for a 12-db decrease in gain will be 500 Mc/s. These values are in close agreement with those shown in the measured frequency response, Fig. 5(a). On the basis of these curves the fact that the tube operates stably at 19 db gain with only 11.5 db insertion loss is readily explicable.

Fig. 8 gives a rough indication of the expected maximum stable electronic gain $G_e$ calculated on the basis of

$$G_e = L + G = 2L - 20 \log K \text{ db} \quad \ldots (4)$$

and equation (3). It can be seen that if $L \geq 11$ db the tube is everywhere within the stable region.

The dispersive tube is, as can be seen from Fig. 6, no more critical of beam voltage than other travelling-wave tubes. Its bandwidth is, however,
considerably less, although there is no reason why, if the matching arrangements at the end of the tube could be made sufficiently broad, the dispersiveness of the helix should not be reduced and the electronic bandwidth thereby increased to take advantage of the broader matched band.

Fig. 7. Voltage for greatest gain as a function of wavelength.

The main and most obvious advantage of the dispersive t.w.t. is that the beam current required to obtain a given gain is reduced. Fig. 4 shows that with 125 µA the gain is 20 dB while tubes in which stability is achieved by the introduction of loss into the helix are reported to need currents of several milliamps to achieve the same gain. As a result a dispersive t.w.t. is very much less noisy. The tube quoted has a noise factor of better than 17 dB at 2500 Mc/s when operated with 20 dB gain. Noise factor $F$ is defined as

$$F = 20 \log_{10} \frac{S/N \text{ ratio at input}}{S/N \text{ ratio at output}}$$

There are several reasons why one would expect such a tube to have a comparatively low noise factor:

1. Reduced beam current for a given gain, which itself is due to (a) low insertion loss and (b) higher helix impedance.
2. Less current is lost to the helix because with such low beam currents it is possible to design a more efficient gun, and there is therefore less partition noise.
3. There is less partition noise due to non-uniform coupling to the field of the helix, because in general the axial field in dispersive helices is more uniform than in non-dispersive ones.

The above arguments are based on the assumption that space-charge smoothing exists in travelling-wave tubes. This is borne out by measurements which indicate a space-charge smoothing factor of the order of $10^{-1}$ to $10^{-2}$ (see also Kompfner%). In these tubes the actual current lost to the helix has been of the order of a few per cent with beam currents of the order of 100 to 200 µA.

Fig. 8. Calculated and measured stable electronic gains.
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VOLTAGE-CONTROLLED SECONDARY-EMISSION MULTIPLIERS

Their Construction and Application

By A. J. W. M. van Overbeek

(Philips Research Laboratories, N.V. Philips' Gloeilampenfabrieken, Eindhoven, Netherlands)

SUMMARY.—Difficulties with life in secondary-emission amplifier valves have been overcome by employing a layer of caesium oxide kept at a temperature below 180°C. Several constructions of experimental valves are shown and their characteristic properties described. A variable-mu valve and a very-high-slope valve employing four stages of multiplication are shown. The use of grid-shaped dynodes (secondary-emission electrodes) is discussed. Some circuits in which secondary-emission valves offer specific advantages are described, especially generators of sinusoidal and non-sinusoidal oscillations and monostable and bistable triggers.

1. Introduction

In amplifier valves, secondary-emission can be applied to increase the mutual conductance. The anode current is maintained at the usual value. Thus the cathode current is much smaller than usual, resulting in a low input conductance at u.h.f. and a high ratio of mutual conductance to current. This ratio is kept constant during the secondary-emission multiplication. Thus the mutual conductance at the anode is much larger than can be obtained without secondary emission. On the other hand, in a secondary-emission valve (s.e. valve) some additional noise is introduced by the secondary-emission process. The s.e. valve is, therefore, especially suitable for wideband amplification in those stages where the noise is not a limiting factor.

Hitherto s.e. amplifier valves have not been extensively used. One of the reasons is the price. It will be shown later that the use of s.e. valves in wideband amplifiers in many cases involves a smaller number of valves than at first seems necessary, because the practical increase in voltage gain per stage is higher than the increase of the wideband figure of merit.

There is also another reason. Not long ago s.e. valves, in some cases, had a considerably shorter life than normal valves, due to a loss of the s.e. multiplication. Unpublished investigations of C. F. Veenemans have revealed the causes of this occasionally occurring short life. S.e. valves can now be constructed with a life which will be quite satisfactory provided the valves are not overloaded.

The application of s.e. valves can give specific advantages, not only in amplifiers, but also in generators and in other circuits in which the nonlinear properties of valves are used. In the last decade considerable progress has been made in the development of such circuits.

For these reasons it seemed important to publish part of the work done in this field since our former paper on this subject. First, the construction of the output system of a s.e. amplifier valve is discussed, especially with reference to the case where only one stage of multiplication is employed. The second part concerns the construction of a s.e. amplifier valve with a gain control free from input capacitance and conductance variations. The third part deals with some constructions of a voltage-controlled electrostatic multiplier with more than one stage of multiplication. In the fourth part the construction of a multistage multiplier is described in which the dynodes have the shape of grids. In the last part some circuits are briefly discussed in which s.e. valves have specific advantages. Several important considerations relative to the construction and use of a s.e. valve, especially its u.h.f. properties and its noise, will not be discussed.

2. The Output System of a Secondary-emission Amplifier Valve

The Anode-current−Anode-voltage Characteristic

The construction of the last dynode and the anode largely determines the anode-current−anode-voltage characteristics of a s.e. valve. Fig. 1 shows such characteristics schematically. $E_a$ is the anode voltage, $I_a$ the anode current, $E_d$ the voltage of the last dynode. Not until $E_a > E_d + \Delta E_a$ is the anode current saturated. To determine the value of $\Delta E_a$ the output system can be regarded as a diode in which the electrons emanating from the secondary cathode have initial velocities much greater than in the case of a thermionic cathode. This means that the anode current is less limited by the space charge, while on the other hand a grid-like construction of the anode can give rise to electrons which, after passing the anode twice, fall back on the dynode.
In Fig. 1 the full line represents an idealized characteristic, taking into account large variations in anode and dynode voltage. The dotted lines show deviations occurring in practical valves originating from different causes. Practically the whole electron beam should strike the last dynode. If this is not the case then characteristic A will appear. With a grid-shaped anode [Fig. 2(a)] the wires of the grid will absorb only a small part of the primary current. If, however, the beam is so wide that its edges touch the side rods of the grid, decrease in secondary current may be appreciable. With a small distance between anode and dynode the saturation of the dynode current will occur at a small value of \( \Delta E_a \); a large distance [Fig. 2(b) and characteristic B] not only results in a large value of \( \Delta E_a \) but also reduces the anode capacitance. On the other hand the variation of the anode capacitance with anode current will be greater in case B. In Fig. 2(c) the distance between anode and dynode varies for different parts of the beam. This will result in characteristics like C in Fig. 1.

**Negative Anode Conductance**

Fig. 2(d), (e) and (f) give three typical examples of constructions in which the characteristic D of Fig. 1 will appear. Generally a negative internal resistance of the anode will occur when an increase in anode voltage results in an increase of the primary current to the anode. The total anode current will then decrease because an increasing part of the primary current is not multiplied. This phenomenon can be turned to advantage when a positive conductance of the anode is neutralized by an equal negative conductance, the result being an infinite value of the internal resistance. With the system of Fig. 2(e) a negative internal resistance will not appear with one stage of secondary emission when \( E_d/E_a > \cos^2 \alpha \). Otherwise the primary electrons between the grid-shaped part of the anode and the dynode will describe parabolic paths and will not reach the surface of the dynode. Thus with \( \alpha = 45^\circ \) \( E_d \) should be smaller than \( 2E_d \) and with \( \alpha = 30^\circ \) smaller than \( 4/3E_d \). It is obvious that in practice the angle between the direction of the beam and the plane of the grid should be nearer \( 45^\circ \) than \( 30^\circ \). A similar deviation will occur with the construction of Fig. 2(e) if the primary beam is so directed that with increasing anode voltage an increasing part of it strikes the anode [Fig. 2(f)]; \( \Delta E_a \) will be smaller here than in the case of Fig. 2(c). In the construction of Fig. 2(d) there are two possibilities for a negative anode conductance: the primary electrons which are at the extreme right may strike the anode at once, while the primaries which are a little more to the left may strike it after having described a parabolic path when the anode voltage is made too high. Of course, in practice, the characteristics will often show more than one of these defects at the same time.

**Dynode Out of Sight of the Cathode**

In former experiments the output system was mounted in such a way as to prevent materials evaporated from the cathode from reaching the dynode. Fig. 3 shows the cross-sections of two experimental valves constructed in this way. The first is very simple but has the disadvantage that before reaching the anode grid wires the secondary electrons have to travel a long way. This results in a large anode conductance at high frequencies. Also the primary beam has a tendency to form...
gradually a virtual cathode between screen grid and anode. At relatively low beam currents \( g_m/I \) will be lower at the anode than at the cathode. In Fig. 3(b) the anode is composed of a grid-shaped part and a plate. This results in a low output conductance. But the output capacitance is rather high.

Fig. 3. Cross-sections of two constructions of s.e. valves in which the dynode is placed out of sight of the cathode.

In these structures at first a layer of oxides of alkaline earth metals, mainly MgO, was used at the surface of the dynode. But this layer often showed the cold emission described by Malter.\(^2\) Moreover there were difficulties in manufacture and the life performance was not stable. Therefore, a layer of caesium oxide, obtained by reducing oxidized copper with caesium vapour, was next used. Veenemans then showed that the secondary-emission properties of this layer were only preserved so long as its temperature did not exceed 180°C. Moreover he discovered that a dynode with this layer could be used in sight of the cathode without losing a large part of its emissive property in operation. It is supposed that the evaporating Ba-metal, which itself is only slightly secondary-emissive, is oxidized by caesium oxide to BaO. The caesium metal then evaporates and is gettered.

As cooling of the secondary-emission electrode is necessary, the back of this electrode is covered with black particles of nickel\(^3\); this material at the same time being capable of binding small quantities of caesium.

Another method of increasing the life is to reduce the cathode temperature.\(^4\) Life tests revealed that with a caesium-oxide dynode the cathode temperature is not critical so long as the dynode temperature is kept below 180°C.

Dynode in Sight of Cathode

Fig. 4 shows a number of cross-sections of electrode mountings in s.e. valves in which the dynode is not shielded from cathode evaporation. Fig. 4(a) has the disadvantages of a grid-shaped anode already mentioned. Moreover the anode capacitance is very high. In Fig. 4(b) the drawbacks of the grid-shaped anode have been removed but the anode capacitance is high. A construction like that of Fig. 4(c) has a small anode capacitance but \( \Delta E_a \) is large due to incomplete saturation of the dynode current. Fig. 4(d) is a cross-section of the mounting of a valve EFP60. Each of the two beams emanating from the cathode is split into two parts, one to the right and one to the left of the small ribbon-shaped anode. They impinge on the inner wall of a gutter-like dynode. In spite of the small anode capacitance the value of \( \Delta E_a \) (Fig. 1) is very low. The dynode has large cooling fins so as to keep its temperature below 180°C. In the construction of Fig. 4(e) the primary beams are also split into two beams, but at each side of the cathode there are two bar-shaped anodes each drawing one quarter of the secondary current. The properties of an experimental valve having this construction especially developed for use at u.h.f. can be found in an article by G. Diemer and J. L. H. Jonker.\(^5\) Fig. 4(f) shows another output system combining low anode capacitance with a low value of \( \Delta E_a \). The anode and the dynode are shaped in such a way that, at the highest possible anode voltage, the primary electron beam runs

Fig. 4. Cross-sections of s.e. valves in which the dynode is placed in sight of the cathode.
just along the surface of the anode without touching it. At the lowest possible anode voltage the primary beam strikes the surface of the dynode at a place where the distance to the anode is so small that the secondary current will flow entirely to the anode.

3. A Secondary-emission Variable-mu Valve

For a long time the need has been felt for an amplifying valve with a very high mutual conductance which can be varied without involving any appreciable change of the input capacitance. It was for this purpose that the orbital-beam multiplier was developed. This valve, however, required a control voltage of about 80 V. Fig. 5 shows in cross-section a s.e. control valve, the input capacitance of which changes but little and for which a control voltage of only about 20 V is needed.

A cathode of rectangular cross-section is surrounded by a control grid and a screen grid and emits two beams with little spread. There is a fairly great distance between the screen grid and the next control grid. This control grid is slightly tilted, so that when the electrons are returned the whole of the beam impinges upon the plate connected to the screen grid. Thus, when the mutual conductance is changed with the aid of the voltage the returning electrons do not affect the input admittance. The screen grid is directly connected to the supply voltage, so that there will be only a slight variation in its potential as a result of the variations in current arising from the change of mutual conductance, and the resulting variation in input capacitance remains small. The high screen-grid potential of 250-300 V makes it difficult to get a very low control voltage.

How a Low Control Voltage is Obtained

Since the paths of the electrons are little affected by the plane of the screen grid but greatly influenced by the plane of the control grid, we shall consider the case of a space bounded by a screen grid and a control grid parallel to each other, with the electrons entering that space under an angle with the normal to the screen grid [Fig. 6(a)]. If the control grid voltage is adjusted so that the electrons are not allowed to pass through, the paths they describe are parabolic and \( E_{eg} = E_s \frac{r^2}{16d^2} \), where \( E_{eg} \) is the effective potential in the grid plane.

![Graph](image-url)

Thus a positive potential lower than \( E_{eg} \) in the plane of the control grid will hold back the electrons; with \( E_s = 250 \text{ V} \) and \( r/d = 0.8 \) this potential is 10 V. The voltage \( E_g \) applied to the control grid may not, however, exceed 0 V and the largest possible proportion of the electrons has to be passed through at that voltage. To attain this it is necessary in the first place that \( E_{eg} \) be kept low. Since \( r \) is governed by the width of the cathode and the spread of the beam, the value of \( d \) must be chosen to allow for the extra spread due to the space charge. In order to keep the control voltage as low as possible the local variations of the potential in the plane of the control grid have to be small, so that with \( E_g = 0 \text{ V} \) only a relatively small part of the grid plane will have a potential higher than \( E_s \frac{r^2}{16d^2} \). Nevertheless the major part of the electron current has to pass through when \( E_g = 0 \) and, therefore, the distance to the next, fourth, grid was kept small.

Furthermore, it was found advantageous to give...
the control grid and the next screen grid such a curvature that the consequences of the spread due to the space charge are somewhat reduced and the electrons passing the screen grid farthest from the intercepting plate 4 describe a parabolic path with a smaller curvature than that followed by the electrons passing close to the intercepting plate [see Fig. 6(b)].

The Electrode System

The basic system is shown in Fig. 6(b), from which a valve was built up as depicted in the horizontal cross-section in Fig. 5. When passing through the control grid the electrons have a rather high tangential velocity. Consequently, the anode had to be placed at a rather great distance in the same direction in order that the electrons should strike the auxiliary cathode at a point where the distance between dynode and anode is shortest.

The variation in capacitance of the control grid obtained in this way when regulating the anode current amounted to about 0.01 pF with a control voltage of 20 V. The variation of the anode capacitance was greater and dependent upon the anode voltage. This is understandable considering the paths followed by the primary and secondary electrons between dynode and anode.

The Electrode System

The basic system is shown in Fig. 6(b), from which a valve was built up as depicted in the horizontal cross-section in Fig. 5. When passing through the control grid the electrons have a rather high tangential velocity. Consequently, the anode had to be placed at a rather great distance in the same direction in order that the electrons should strike the auxiliary cathode at a point where the distance between dynode and anode is shortest.

The variation in capacitance of the control grid obtained in this way when regulating the anode current amounted to about 0.01 pF with a control voltage of 20 V. The variation of the anode capacitance was greater and dependent upon the anode voltage. This is understandable considering the paths followed by the primary and secondary electrons between dynode and anode.

4. Amplifying Valves with More than One Secondary-emission Multiplying Stage

With the usual dimensions of cathode and control grid the density of the cathode current in the case of single-stage multiplication in the working-point is mostly so great as to give rise to a plane of minimum potential, the Epstein minimum, close to the cathode. In that case the ratio \( g_e/I_e \) (in which \( g_e = \delta I_e/\delta E_g \)) is approximately inversely proportional to the 2/3 power of the strength of the current. To get the highest possible value of this ratio a number of secondary-emission stages are applied, so that with the same anode current the value of \( I_e \) becomes small.
the dependency of $g_{cl}/I_c$ upon the filament-current energy.

Fig. 9 gives a cross-section of a push-pull amplifying valve with four secondary-emission stages. When the potential difference between the dynodes was 100 V the total multiplication amounted to 150-200. Part of the supply voltage is needed for feedback in order to stabilize the anode direct current, so that a total voltage of 500 V was used. The mutual conductance of each system was more than 50 mA/V with $I_n = 10$ mA, while the value of $g_{ml}/4\pi\sqrt{C_iC_o}$ was about 800 Mc/s.

5. The Use of Nets as Dynodes

Several investigators have used as dynodes a system of grids or gauzes placed one behind the other. The advantage of this is that it greatly simplifies the construction of a valve with a large number of secondary-emission stages. The greatest drawback, on the other hand, is the fact that with a given total voltage between cathode and anode the secondary-emission factor attainable is smaller than if plates are used as electrodes.

Fig. 10 represents diagrammatically a valve in which the cathode current $I_1$ rises to a value $I_n$ upon passing through a number of secondary-emission meshes. Assuming that the mesh-works are all of the same construction, that the electrons passing through one all reach or pass through the next one and are arbitrarily distributed over the meshes, and that the potential differences between the nets and between the cathode and the first net are all equal, then the ratio $I_2/I_1$ will be smaller than $I_3/I_2$ owing to the fact that electrons will also be reaching the second mesh which have passed twice through the potential difference. For the same reason $I_2/I_3$ becomes less than $I_4/I_3$, and so on until a limit is reached for $I_{n+1}/I_n$. This limit $L$ can be calculated when the potential difference $E_o$ between the nets, their shadow ratio and the trend of the secondary-emission factor $\delta$ as a function of the voltage are known.

Calculating the Multiplication per Stage

In this calculation it is assumed that the retention power $K$ of the mesh-works is the same for all velocities of the electrons, that the secondary electrons all emerge at a very low velocity, that the velocity distribution of the electrons between the $(n-1)$th and the $n$th net is the same as that between the $n$th and the $(n+1)$th, and that the passage of the electrons is not influenced by space charge. Denoting the secondary-emission factor for electrons having passed $m$ times through the potential difference between two nets by $\delta_m$, then under these conditions the limit value $L$ is found from the equation

$$\frac{1}{K} - \delta_0 = \sum_{m=1}^{\infty} \left( \frac{1-K}{L} \right)^m \delta_m .$$

Fig. 10. The use of gauzes or grids as dynodes.

Wireless Engineer, April 1951
In practice it appears that \( L \) is reached after only three or four stages. For the last multiplying stage usually a plate electrode is employed (see Fig. 10) with a secondary/primary ratio greater than \( L \). This additional multiplication is roughly as great as the loss arising from the first two or three stages having a smaller multiplication than \( L \), so that it may be assumed approximately that the total multiplication is equal to \( L^n \) for \( n \) multiplying stages.

The Influence of the Reflection Coefficient \( \delta_0 \)

The values of \( L \) obtained in practice were greater than those estimated by a rough calculation. Calculations for \( L \) were, therefore, made for a number of assumed curves \( S_m = f(E) \) and for different shadow ratios of the mesh-works. Fig. 11 gives an example of an assumed curve \( S_m = f(E/E_0) \), where \( E_0 \) is the potential difference between two successive dynodes. A difficulty encountered in the calculation was that the reflection coefficient \( \delta_0 \) of the surface of the net for low-velocity electrons was only approximately known. Moreover, this reflection coefficient appeared to have considerable influence upon the value of \( L \). Different values for the reflection coefficient were therefore assumed for the same dependency \( S_m = f(E/E_0) \) for high velocities.

![Fig. 12. The number of multiplier stages needed to obtain a multiplication of 100 \( \times \). The horizontal line applies to plate-shaped dynodes, the curved lines to grid-shaped dynodes with various reflection factors \( \delta_0 \). The horizontal variable is the retention power \( K \) of the mesh-work.](image)

Fig. 12 shows what number of amplifying stages is required, according to this calculation, to reach a multiplication of 100. The horizontal line for \( n = 5 \) relates to dynodes in the form of plates, for which \( \delta_1 = 2.5 \). The other three lines indicate the number of stages required as a function of the shadow ratio \( K \) of the mesh-works, from which it appears that with a high reflection coefficient \( \delta_0 \) of the surface of the nets for low-velocity electrons the number of nets required is not much greater than the number of plate dynodes. When the surface of the nets is of caesium oxide it appears that in practice about 1.5 times as many nets as plates are needed, from which it is to be concluded that the reflectivity is greater than 0.5 and probably about 0.7. According to unpublished measurements taken by J. L. H. Jonker the reflectivity, with an electron velocity of 3 V, may be about 0.8.

![Fig. 13. Push-pull amplifier. The anode and the dynode are output electrodes.](image)

6. Some Circuits with Voltage-controlled Multipliers

A secondary-emission grid-controlled valve has several properties which are not found in a normal amplifier valve. They may be summarized as follows:—

(a) It has two output electrodes, the anode and the dynode, both with a high mutual conductance.

(b) The output currents of these electrodes are 180° out of phase.

(c) The mutual conductance \( \frac{\delta I_d}{\delta E_{g1}} \) is negative.

(d) The mutual conductance \( \frac{\delta I_a}{\delta E_{g1}} \) is a multiple of the reciprocal value of the internal resistance of the cathode.

(e) The l.f. conductance of the dynode is negative.

(f) When the voltages of the output electrodes approach each other their internal resistances fall to a low value.

Various applications result from each of these properties. A number of them will be mentioned here.
Separating Signal Components

Property (a) can be used to separate the components of a signal with a simplified circuit or more rigorously than normally. Examples are: video and audio channels, horizontal and vertical synchronizing pulses, high and low pitch audio signals, i.f. and a.f. in reflex circuits.

At the output a two-fold interaction of the two circuits remains: the anode-dynode capacitance and the dependence of the anode current on the dynode voltage, the secondary-emission coefficient normally rising with increasing dynode voltage. If the variable-mu valve mentioned in Section 2 is employed it is possible to amplify two signals in one valve with separate input and output electrodes for each signal.

Push-pull Output

Property (b) can be employed to obtain input voltages for a push-pull amplifier or to amplify voltages in such a way that for one or more specified frequencies the output is zero.

In Fig. 13 a valve type EEPI1 gives at $E_{aa} = 400$ V an output voltage of $2 \times 30$ V r.m.s. with 5% distortion at the input voltage of 0.11 V.

Fig. 14 is an example of a circuit in which at a frequency of 9 kC/s there will not be any output at all as for this frequency the circuit LC has so large an impedance that the greater part of the anode alternating current flows through R and just equals the negative dynode alternating current.

Amplification of Pulses

When pulses are amplified it is often important that the polarity does not change. One reason is that with short positive pulses it is possible to get a high output with a relatively low direct anode current. The polarity is also important when pulses are mixed, modulated, detected, etc. If the dynode is used as an output electrode the polarity will not change and, with suitable voltages, the pulses can at the same time be selected within two voltage boundaries.

Generation of Waveforms

The properties mentioned under (c) and (d) are more important than the well-known dynatron behaviour mentioned under (e). Fig. 15 gives two possible connections of electrodes in a high-mutual-conductance valve which will result in a dynamic negative resistance between the points P and Q of the order of minus 100 Ω. The voltage sources are not shown.

![Fig. 15. Two possible connections of electrodes to obtain between P and Q a dynamic resistance of about minus 100 Ω. The voltage sources are not shown.](image)

Fig. 15. Two possible connections of electrodes to obtain between P and Q a dynamic resistance of about minus 100 Ω. The voltage sources are not shown.

Sinusoidal Waveforms

Sinusoidal waveforms will be generated if a resonant circuit is connected across the terminals P and Q. The low absolute value of the negative resistance can be useful in several ways: The resonant circuit may be tapped very low, resulting in a small sensitivity for capacitance variations. It is also possible to use a high-impedance circuit and a very small direct anode current; e.g.,
If a low-impedance resonant circuit is employed, oscillations will build up and die out very rapidly as the anode current is switched on and off. This is especially valuable in super-regenerative reception of wide frequency bands. The above-mentioned hexode may be employed in a circuit shown in Fig. 16 with voltage sources and separating capacitors omitted. The quenching frequency is generated by the negative resistance between T and S-R, which is about 2000 Ω; the h.f. oscillations are generated by the negative resistance between T-S and R, which is about 100 Ω when the anode current is switched on.

In a s.e. valve with one stage of multiplication the reciprocal value \( E_i \) of this quantity is about half that of a normal valve. A capacitance \( C_p \) (partially due to stray effects) connected across the terminals P and Q of Fig. 15 (a) will charge according to the equation

\[
\frac{dE_p}{dt} = \frac{I_d}{C_p}.
\]

If we define \( \frac{\delta I_d}{\delta E_{gi}} \) it follows that the time in which the current \( I_d \) rises spontaneously from \( I_1 \) to \( I_2 \) is given by

\[
t_2 - t_1 = C_p \int_{t_1}^{t_2} \frac{\delta I_d}{\delta E_{gi}} dl_d.
\]

It appears that this time is proportional to \( E_i \). In Fig. 18 the fully-drawn line shows an example of the calculated course of a spontaneous charge of a capacitance of 20 pF connected across the terminals P and Q if the dependence \( E_1 = f(I_d) \) is given by the dotted line relating to a one-stage valve. This charging time is so short as to be of the same order as the transit time of the electrons or the period of the circuit. It is much smaller than is usually obtained with conventional multivibrators. In valves with

\[
\omega^2 = \frac{1}{R_1 R_2 C_1 C_2}.
\]
several stages $E_1$ may have values about one-half or one-third of those shown. The time $t_2-t_1$ is especially important in triggers and multivibrators since it is a measure of the switching time from a low-current position to one of high current and vice versa.\textsuperscript{11}

Triggers and Non-sinusoidal Waveforms

Fig. 19 shows a characteristic $E_d=f(E_{gl})$ of a valve EFP60 at $E_{dd}=150$ V, $E_a=250$ V when a resistance of 10 000 $\Omega$ is inserted in the dynode lead. This curve will be used as a basic characteristic for the synthesis of monostable and bistable triggers and astable generators. When the cathode current begins to flow $E_d$ will rise ($I_d$ is negative), but it cannot rise higher than to about 210 V, which corresponds to about 8 mA secondary current, because 40 V between anode and dynode are needed to draw this current to the anode.

If $E_{gl}$ is tapped from a suitable potentiometer between the dynode and a negative voltage $E_o$, line A may show the dependence $E_{gl}=f(E_d)$. The intersections of these two functions indicate possible states of equilibrium. $P_1$ and $P_3$ correspond to stable equilibrium, $P_2$ to unstable as a small deviation will cause the operating-point to shift to $P_1$ or to $P_3$. This bistable circuit (Fig. 20) can be used as a scaler, but it has the disadvantage that it needs pulses of opposite polarity for the two transitions. It is interesting to note what happens if line A is displaced to the left. Line B which is parallel to A has two stable states, but the transition from $P_4$ to $P_5$ will release potential energy. Only a small pulse suffices to initiate this transfer, but for the opposite direction a much larger pulse is necessary. So $P_4$ could be called a metastable state. If position $P_1$ is realized to a voltage source via a high resistance, a monostable trigger or an astable generator can be realized (Fig. 21). If the grid voltage is made $E_3$, line A represents the dependence $E_{gl}=f(E_d)$ for rapid variations. A suitable pulse will transfer the operating point from $P_3$ to $P_1$, but this is a quasi-stable state, $E_{gl}$ having a tendency to run back to $E_3$. The operating point will move from $P_1$ via $P_4$ to $P_6$, then jumping to $P_7$ and after some time reaching $P_3$ again.

This one-shot multivibrator action will be changed into continuous generation by changing $E_{gl}$ to $E_2$. Now the operating point will move from $P_1$ to $P_5$ in an attempt to reach $E_{gl}=E_2$; it will jump to $P_7$, and again it will try to reach $E_{gl}=E_2$, but it will jump from $P_8$ to $P_9$ and so on. It is easy to calculate from the circuit data and the valve characteristic the frequency of this square-wave generator. The anode may be used as an output electrode.

The bistable circuit corresponding to line A has no preference for one of the two stable positions.\textsuperscript{12}

\textsuperscript{11} Wireless Engineer, April 1951

Fig. 19 (left). This measured characteristic of a s.e. valve is used for the synthesis of various commutating circuits.

Fig. 20 (below). Simple bistable circuit. It needs polarized trigger pulses for the transitions.

Fig. 21. Multivibrator employing a s.e. valve.
If a capacitor $C_1$ is placed between dynode and control grid (Fig. 22) lines $D$ and $E$ will apply to rapid variations. If position $P_1$ is realized it will be metastable with respect to the quasi-stable point $P_{10}$. Any small pulse of short duration will initiate the transition $P_1 - P_{10}$. After some time, depending on the charging time of $C_1$, the operating point is so close to $P_3$ that it is metastable with respect to some point near $P_{11}$. The same small pulse of short duration will now initiate the transition $P_3 - P_{11}$. In this way a scale-of-two circuit is obtained which does not need polarized trigger pulses. The transition $P_3 - P_{11}$ will result in a much higher pulse of $I_d$ and $I_{d2}$ than the opposite transition, and this pulse can be used for initiating the next stage. To prevent high-frequency oscillations a resistor should be connected in series with $C_1$.

**Dynode and Anode Follower**

Property (f) makes a secondary-emission valve suitable for the purpose of a follower that can be switched on and off. If in Fig. 23 $R_d$ and $R_a$ are not too low when the cathode current is switched on by changing the control-grid voltage, the anode voltage will drop till it is a little higher than the dynode voltage and will follow the variations in dynode voltage. Also the dynode voltage will follow the anode voltage. Thus the valve functions like a relay that can be switched on and off. This circuit, originally proposed by Douma, has been applied in the demodulator of an installation for multiplex-pulse modulation. Each of the eight channels was switched in successively for a short time and during that time the dynode followed the anode voltage.\(^{12}\)

**Wideband Amplification**

It is not generally realized that the number of s.e. valves necessary for a wideband amplifier is smaller than it seems at first. Let us suppose a s.e. valve having a wideband figure of merit twice that of a corresponding normal valve. If in a wideband amplifier 80 db overall gain is obtained with eight normal valves the mean gain per valve is 10 db. One is inclined to think that the mean gain per s.e. valve will be 16 db, thus five s.e. valves will be necessary. But in practice four of these valves may give more than 80 db amplification at the same bandwidth, since the number of interstage coupling circuits is also smaller, so that each coupling circuit can be made narrower to give the same overall bandwidth. In a stagger-tuned amplifier or with transitionally-coupled circuits, each valve having a wideband figure of merit twice that of another valve will not give much more than 6 db increase in gain, especially if the gain per stage is not very small, but a smaller number of stages will result in a smaller overshoot. In a distributed amplifier with push-pull output Moody and McLusky\(^{13}\) replaced fourteen 6AK5 valves with a total gain of 30 by four EFP60 valves giving a voltage gain of 65.

**Bias Voltage Adjustment**

Something has already been said about the mean voltage adjustment of the control grid of s.e. valves in the article mentioned.\(^{1}\) In a circuit with a multiple-stage s.e. valve the anode direct current should be fed back to the control-grid voltage in order to stabilize the anode...
current when the secondary emission changes. A rather high anode resistance and a potentiometer between the anode and a source of negative voltage with respect to the cathode are necessary. The control-grid voltage is tapped from the potentiometer. When the secondary-emission factor does not change much it is also possible to connect the control grid via a resistance of the order of $10^6 \Omega$ to a source of positive voltage (Fig. 24). Variations in the difference of the work-functions for the control grid and the cathode will then be eliminated by a change in the voltage drop of the grid resistor. In Fig. 24 two values of the work-function of the grid are considered, one resulting in the fully-drawn lines of $I_1$ and $I_g$, the other resulting in the dotted lines. With constant grid voltage $E_o$ the corresponding cathode currents are $I_1$ and $I_g$. If the control grid is connected via a resistor $R$ to a voltage $E_1$ the grid voltage will be adjusted automatically to such values that now the cathode currents are respectively $I_1$ and $I_g$. In many cases the load resulting from the grid current will not be of any consequence. This adjustment is especially useful in push-pull valves with a common cathode lead where it is not possible to adjust the two parts of the cathode current separately.
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NATIONAL PHYSICAL LABORATORY
Open days for industrial representatives are to be held on 28th and 29th May, at the National Physical Laboratory, Teddington. It will be open on both days from 10.30 a.m. to 5.30 p.m., and luncheon and tea will be obtainable on the premises. Accredited representatives of industrial organizations and those interested should apply for tickets to the Director at the above address not later than 8th May. They should indicate on which of the two days they would prefer to visit the Laboratory.

BRITISH INSTITUTION OF RADIO ENGINEERS
The Institution's Festival of Britain Convention is divided into six sections. Session 1 is on "Electronic Instrumentation in Nucleonics," on 3rd and 4th July, and Session 2 covers "Valve Technology and Manufacture," on 5th and 6th July. Both will be held at University College, London.

The third and fourth sessions will be held at University College, Southampton, and are on "Radio-communication and Broadcasting" and "Radio Aids to Navigation," on 24th and 25th July and 26th and 27th July respectively. Session 5 is "Television Engineering" and includes the Clerk Maxwell Memorial Lecture by Professor C. W. O. Howe. It will be held at King's College, Cambridge, on 21st to 24th August.

Session 6 is "Audio Frequency Engineering." It will be at The Richmond Hall, Earl's Court, London, on 4th to 6th September.

The convention will include discussion meetings as well as main papers. Applications for meeting tickets and for reservation of accommodation for the out-of-London sessions should be made before 30th April to the Secretariat of the Institution at 9 Bedford Square, London, W.C.1.

SOUTH BANK EXHIBITION
During the Festival of Britain, communications will form an important part of the Exhibition at South Bank, London. The Exhibition opens on 3rd May and the telegraphy section will show important historic apparatus as well as the latest pattern teleprinters and facsimile apparatus in operation. "Telephones and Cables" exemplify the operation of Britain's telephone network, the polyethylene coaxial cable, and the submarine repeater.

"Radio Communications" will include a working model of a time-sharing pulse multiplex system while in the Radar section there will be a 4-ft working model of a magnetron in which illuminated tracks will show the paths of electrons and h.f. currents. There will also be a high-definition working exhibit of a harbour-type radar installation arranged to display a radar map of the Thames from Lambeth Bridge to Blackfriars.

Working diagrams will be arranged to explain the operation of television and the various stages of the range of television apparatus on view. In the Telecinenema large-screen projection television will be demonstrated and also stereoscopic colour films with a four-channel sound system to provide also stereophonic sound. Sound recording will have a section to itself as also will sound broadcasting. Here it is expected that some of the results of the a.m. and f.m. trials from Wrotham will be displayed.

Wireless Engineer, April 1951
SYSTEMS OF UNITS AND NOMENCLATURE

The Revue Générale de l'Electricité of June 1950 contains a communication from Giorgi, who, 49 years ago, first suggested the system of units which is associated with his name. As his letter contains some adverse criticism of subsequent developments we thought that readers would be interested in it, and we, therefore, give a translation of it:

1. It was in 1901 that I proposed the system of rational units of electromagneticism as a new system absolutely suitable to replace the two c.g.s. systems and the practical system, which was not completely absolute. My system was used sporadically by several authors, either entirely or with secondary modifications. Finally, the I.E.C. at the meetings at Laeken, Metz, and Brussels in 1935, recognized it officially and discussed its adoption. These discussions were confirmed at the subsequent meeting at Torquay in 1938. The actual question is the sanctioning of the system by the legislation of all the nations, following the initiative of the International Association of Physics and the International Bureau of Weights and Measures. In the course of the discussions several ambiguities of nomenclature were committed, which have been repeated by authors, and it is necessary to draw attention to them in order to re-establish accuracy.

2. In the first place, the system proposed by Heaviside in 1901, has been called the Heaviside-Lorentz system. The sole object of this system was to put the factor $4\pi$ in its right place, so as to be able to use 'rationalized' formulae, but it did not envisage the elimination of other serious 'irrationals,' one of which was the separation of the electrostatic and the electromagnetic units. Heaviside proposed to change the ampere, volt, ohm, etc., by multiplying or dividing their values by $4\pi$, $\sqrt{4\pi}$, etc., which would have upset everything and would never have been adopted by electrical engineers: his proposal was, therefore, dead before it saw the light of day. It is a mistake to link the name of Lorentz with this proposal: he never had occasion to use any particular system of units, nor did he agree with Heaviside's suggestion; he simply used rationalized equations as many other authors did, and these were as much in accord with my system as with that of Heaviside.

3. In the second place, it has been said repeatedly that my system was based on the metre, kilogramme, second, and ohm. It was Kennelly who interpreted my proposal in this way. The essence of my proposal was the recognition that the introduction of a fourth fundamental unit would eliminate the derivation of the electrostatic and electromagnetic systems; but I never stated that the ohm should be the fourth unit. My opinion has always been that the whole collection of practical electro-technical units, related to each other by well-known conventions, should be regarded as a fourth fundamental unit.

4. In the third place, one has applied the names 'electrostatic' and 'electromagnetic' to the systems with four fundamental dimensions based respectively on $[LMT\epsilon]$ and $[LMT\mu]$. But, the names ought to be applied in accordance with their original significance. Now, the creation of the two classical systems dates from the paper by Maxwell and Jenkin in 1863, and there it is clear that for these two authors, and also for Maxwell in his 'Electricity and Magnetism,' the fundamental idea was to regard $\epsilon$ or $\mu$, as a pure numeric without physical dimensions, and to base the theory of dimensions and units solely on the three fundamental mechanical units and a fourth unit. The classical authors who followed them, including Heaviside, adopted the same point of view.

Now, however, we have different ideas and, following the principles that I supported in 1901, we find that the systems with four fundamental dimensions are preferable and more natural; but we have no right to say that the two systems based on three fundamentals were illogical.

The two systems which regard $\epsilon$ or $\mu$ as a fourth fundamental unit could be called neo-electrostatic or neo-electromagnetic. It is to be hoped that they will never be forgotten and that the units derived from the metre, the kilogramme, the second, and the usual electrotechnical units will be employed, by physicists as they are by electrical engineers.

5. In the fourth place, one is not justified in reserving the name 'absolute' for electrical units which are exact multiples of the c.g.s. units. Any system is absolute in which the units are derived in a coherent and regular way from a few fundamental units. In 1863 one thought that there must be three fundamental units because it was believed that all physical phenomena could be explained mechanically. Now it is agreed that in the derivation of the electromagnetic systems and dimensions a fourth fundamental magnitude of an electrical nature must be employed; the word 'fundamental' implies that the magnitude of the unit is arbitrary. In principle then, if one chooses arbitrarily the four fundamental units, and deduces the others organically from them, the resulting system has the right to be regarded as absolute.

For example, one could take the metre, the kilogramme, the second, and the unit of resistance of W. Siemens (a column of mercury 1 metre long and 1 square millimetre cross-section at 0°C), or one could take as the fourth unit the e.m.f. of the Weston standard cell, and one obtains systems which could be regarded as absolute. The ohm defined as equal to $10^6$ c.g.s.e.m. units is no more absolute than the Siemens unit if this is chosen as the fundamental unit. It would be reasonable to refer to the multiples of the c.g.s.e.m. units as electromagnetic ohms and amperes without the qualification 'absolute'.

6. In the fifth place, it is due to a heritage from the past that one regards as absolute measurements determinations of the ohm, ampere, etc., made with the object of stamping them as exact multiples of the c.g.s. units. When one weighs with extreme accuracy a cubic decimetre of water, should one say that one is determining the absolute kilogramme, or that one is determining the density of water? The latter is the more natural. Similarly the so-called absolute determinations of the electric units are really measurements of $\epsilon_0$ or $\mu_0$ in terms of certain values of the ohm or volt with which one works. It is to our interest to recognize this and to bring out clearly the distinction between measurements made by electromagnetic methods and those made by electrostatic methods.

7. I would like now to make a statement of a personal
At the International Bureau of Weights and Measures and at the six large national laboratories, electrical standardization will continue to be based on the manganin ohm and the Weston standard cell. As the result of recent researches the new values of the ohm and volt have been determined so as to bring them into close agreement as possible with their original definitions and consequently with the new definition of the ampere. The accuracy attained is about one part in 100,000, but the actual standards can be reproduced with an accuracy from 10 to 50 times as great.

We consequently find ourselves in the same condition as if the metre had received a double specification, theoretically as a fraction of the length of the terrestrial meridian, and practically by the material standard which is supposed to represent it. We can look forward to something similar happening in the future, and the question will arise whether the standards should be touched up or whether the theoretical definition should be abandoned. It would be as well if we prepared ourselves for this situation.

G. Giorgi.

BIBLIOGRAPHIC NOTES

The literature relating to my system of units is very abundant. My original communication made to the electrical congress in Rome in October 1901 was printed under the title "Unita razionali di elettromagnetismo" in Atti dell'Associazioni eletrotecnica italiana, 1901, Vol. 3, p.402-418, and reproduced and translated in several journals.

I have proposed has been called the M.K.S.A. system, omitting any reference to my name. Now, the designation "Giorgi system" was unanimously adopted by the international conferences at Scheveningen and Brussels in 1935, and at Torquay in 1938. The designation 'M.K.S. system' that I had formerly used was turned down because it gave the impression that it was a system based on three fundamental units, which was only justified in connection with mechanical units. The addition of the A (ampere) avoids this difficulty; and the specification is completed by the statement that the new ampere (improperly called absolute) is that current which, when flowing through two filiform straight conductors of infinite length separated by 1 metre, causes a mutual force of $2 \times 10^{-7}$ m.k.s. units per metre of length.

All this is theoretically sound and suitable for fixing one's ideas, but one must not think that it is possible to carry out this measurement with the degree of precision necessary in the determination of standards.

At the International Bureau of Weights and Measures and at the six large national laboratories, electrical standardization will continue to be based on the manganin ohm and the Weston standard cell. As the result of recent researches the new values of the ohm and volt have been determined so as to bring them into close agreement as possible with their original definitions and consequently with the new definition of the ampere. The accuracy attained is about one part in 100,000, but the actual standards can be reproduced with an accuracy from 10 to 50 times as great.

We consequently find ourselves in the same condition as if the metre had received a double specification, theoretically as a fraction of the length of the terrestrial meridian, and practically by the material standard which is supposed to represent it. We can look forward to something similar happening in the future, and the question will arise whether the standards should be touched up or whether the theoretical definition should be abandoned. It would be as well if we prepared ourselves for this situation.

G. Giorgi.


In connection with the above letter from Giorgi, it is interesting to note that 10 years before his 1901 article, viz. in The Electrician of 31st July, 1891, an article entitled "Practical Electromagnetic Units," by Prof. John Perry, had been published. It was communicated by Dr. R. T. Glazebrook in accordance with the author's wishes. It had been written some years before 1891, and had been brought forward at various meetings of the Electrical Standards Committee of the British Association.

We propose to give a few extracts from the article:

"Men who use the ohm, ampere, and volt in their electric calculations object to the conversion of these to C.G.S. units when making calculations on the magnetic circuit of the dynamo machine or of transformers and other electromagnetic contrivances. It is with great diffidence that I make the following suggestions"...

..."I would suggest that the practical unit of magnetic flux (or induction or force) be 10 G.C.S. units, and that it receive a name. That the magnetic permeability of air shall no longer be assumed to be unity, but, in the practical system of measurement, be tabulated like the permeability of any other substance—the permeability of air will be $4\pi \times 10^{-2}$—and that in future no substance shall have unit permeability. That the unit of total magnetomotive force in a magnetic circuit be one ampere-turn. The unit of magnetomotive force gradient would be one ampere-turn per centimetre. It will follow that...

1. A wire one centimetre long, moving at 1 cm per second across unit field, generates an E.M.F. of 1 V.

11. If a wire 1 cm long conveys 1 A, the power used (or developed) in moving it across the unit field at 1 cm per second is 1 W.

111. A magnetomotive gradient of one ampere-turn per centimetre produces unit induction (magnetic flux or force) per square centimetre if the permeability is 1.

IV. Change of induction (magnetic flux or force) at the rate of unit per second produces 1 V per turn of wire.

The integral of the magnetomotive force all round any elementary solenoid in a magnetic circuit is exactly the number of ampere-turns:"

Thus we see that 60 years ago Professor Perry advocated the use of a rationalized practical system, which only differed from the most up-to-date present-day system by his adherence to the centimetre as the unit of length. As is well known, the unit of mass in such a system must be 10 tons.

It is interesting to note that the same issue of The Electrician contained articles by Oliver Heaviside, Silvanus Thompson, J. A. Fleming, and Gisbert Kapp, but all on different subjects.

G. W. O. H.
Impedances in Parallel

SIR,—Mr. C. R. G. Reed's letter in your January 1951 issue prompts me to offer another graphical method of finding the resultant of two impedances in parallel. The construction is based on the following theorem:

The resultant impedance vector of two impedances in parallel is the common chord of two circles, each of which is tangent to the vector of one impedance at the origin and has the vector of the other impedance as a chord.

Given $Z_1$ and $Z_2$ as vectors from an origin $O$. At $O$ erect a perpendicular to $Z_2$ meeting the perpendicular bisector of $Z_1$ at $O_1$. Similarly, find $O_2$ as the intersection of the normal to $Z_1$ at $O$ and the perpendicular bisector of $Z_2$. Draw circles through $O$ with centres at $O_1$ and $O_2$. The intersection of these circles gives the required impedance $Z_0 = Z_1 Z_2/(Z_1 + Z_2)$.

The proof lies in deriving analytic equations for the two circles, and solving them simultaneously. One pair of roots is zero. The other gives the real and imaginary components of $Z_0$.

Submarine Signal Division, Laurence Batchelder, Raytheon Manufacturing Co., Massachusetts, U.S.A.
8th February, 1951.

SIR,—The correspondence from C. G. R. Reed on this subject published in the January issue of Wireless Engineer has been read with interest. May I draw your attention to an alternative simple graphical solution to the problem, which also does not appear to be well known, and which has been described by C. F. Tyrrell in Bulletin of Electrical Engineering Education,* No. 5 p. 22, November, 1950.

F. A. Benson.
Dept. of Educational Engineering, University of Sheffield.
24th January, 1951.

* This Bulletin is produced by the College of Technology, Manchester.

Synthesis of 2n-Terminal Networks

SIR,—Several recent articles1,2,3 have dealt with the synthesis of passive 2n-terminal networks with prescribed impedance or admittance matrices. By considering the scattering (or efficiency) matrix, already used in similar researches4,5, we have obtained more general results and have solved the problem of finding all 2n-terminal networks equivalent at all frequencies to a given one. So far, a solution of the general equivalence problem was only known for purely reactive networks6.

Our results are briefly described below and will be proved in detail in a forthcoming paper.

1. A matrix $S$ is the scattering matrix of a passive 2n-terminal network, if, and only if, (a) $S$ is symmetrical, (b) the elements of $S$ are rational real functions of $p=x+jw$, analytic in the right half-plane including the imaginary axis, (c) the matrix $E_n - SS^*$, where $E_n$ denotes the unit matrix of order $n$ and $S^*$ the complex conjugate of $S$, is positive definite or semi-definite on the imaginary axis.

2. If $E_n - SS^*$ has rank $h<n$, the 2n-terminal network of matrix $S$ is realizable as a reactive 2(n + h)-terminal network closed on $h$ unit resistances. The scattering matrix of the reactive network is obtained by bordering $S$ symmetrically with $h$ rows and columns, so as to obtain a matrix $S'$ unitary on the imaginary axis and fulfilling conditions of paragraph 1.

3. All the unitary matrices $\Sigma$ containing $S$ as sub-matrix are of the form $N \Sigma_0 N$, where $\Sigma_0$ is a particular minimal matrix and

$$N = \begin{pmatrix} E_n & 0 \\ 0 & T \end{pmatrix}$$

with an arbitrary matrix $T$ of order $h$, unitary on the imaginary axis and fulfilling conditions (b) of paragraph 1. The minimal matrix $\Sigma_0$ is found by canonical reduction of the Hermitian form associated with $E_n - SS^*$ and by factorization of its diagonal elements of the reduced form.

4. Physically, transforming $\Sigma_0$ into $\Sigma$ means connecting in tandem with the 2(n - h)-terminal reactive network $\Sigma_0$, a 4h-terminal reactive network of scattering matrix

$$\Sigma_4 = \begin{pmatrix} 0 & T \\ T^* & 0 \end{pmatrix}$$

where $T^*$ denotes the matrix $T$ transposed. Any 4h-terminal network having such a scattering matrix is transparent to a set of $h$ unit resistances. This arbitrary transparent network plays here the same role as the arbitrary all-pass in 4-pole synthesis, and the minimal network $\Sigma_0$ corresponds to the minimum phase-shift network of 4-pole theory.

5. Networks of prescribed $S$ matrix containing more than the minimum number $h$ of resistances are realized by constructing unitary matrices of order $n + h + q$, with an arbitrary positive integer $q$. Such matrices, having $S$ as sub-matrix, are all of the form

$$N = \begin{pmatrix} \Sigma_0 & 0 \\ 0 & \Sigma_4 \end{pmatrix}$$

where $\Sigma_4$ is an arbitrary unitary scattering matrix of order $q$, and $N$ is the matrix used in paragraph 3, but with a matrix $T$ of order $h+q$.

Wireless Engineer, April 1951
6. Once a 2n-terminal network has been reduced to its canonic form [i.e., to a minimal 2(n + h)-terminal reactive network \( \Sigma_2 \) closed on \( h \) resistances] all equivalent 2n-terminal networks are obtained by the following procedure: (a) add an arbitrary 2q-terminal reactive network \( \Sigma_1 \) closed on \( q \) additional resistances and unconnected to \( \Sigma_2 \); (b) invert an arbitrary transparent \( 4(q + h) \)-terminal network \( \Sigma_3 \), linking to each other the \( q + h \) resistances on one hand and the reactive network with unconnected parts \( \Sigma_2 \) and \( \Sigma_1 \) on the other; this gives the network sketched in the figure, (c) transform the reactive 2(n + h + q)-terminal network of the figure (without resistances) into any equivalent form by known methods.

V. BELEVITCH.

NEW BOOKS

A well-chosen collection of references is given at the end of each chapter. The book is printed on good paper, with wide margins, and altogether is an attractive publication.

H. R. L. I.

Father of Radio


This is the title which Dr. de Forest with characteristic modesty gives to his autobiography, but to avoid any misunderstanding it should be stated that the word "Radio" is probably used in a restricted sense to signify broadcasting and not wireless telegraphy in general, and in this restricted sense there is much to justify the claim. Before opening the book we learn from the paper cover that there are 14 historic firsts to the credit of de Forest; viz., wireless transmission overland, 1904; between moving train and fixed station, 1905; electromagnetic phonograph pick-up, 1916; three-electrode valve, 1906; broadcast of grand opera, 1910; successful telephone amplifier, 1912; feedback or oscillator circuit, 1912; use of oscillating valve in broadcasting, 1915; electronic musical instrument, 1915; electromagnetic phonograph pick-up, 1916; radiotelephone from airplane in flight, 1916; and theatrical presentation of sound-on-film talking motion-picture, 1923. The book concludes with a list of 207 patents, 40 of which were taken out before the end of 1906.

In the preface the author expresses the hope that the frank revelation of his own struggles, disappointments, and successes may encourage others to embark on a similar career of discovery and invention. It certainly is a frank revelation and its personal character makes it intensely interesting. It is divided into 51 chapters and—what will be a surprise to many people—an appendix containing poems with such titles as California Twilight, Regret, Dream Rose.

In 1898, at the age of 25, he gained the Ph.D. of Yale and joined the Western Electric Co. It is enlightening to read "and there now I began a serious systemized search through Science Abstracts, Wiedemann's Annalen, Compptes Rendus, and other physics journals." Another quotation from his diary at this time is, "And so, while in the week nights must be diligently given to science and my work, one evening I owe to music. The Sundays I must give to the poets and philosophers, to the deep and true thoughts."

He soon left the Western Electric Co., and started the American de Forest Wireless Telegraph Co. "From the start I had the one aim in view, to make my name at least rank with that of Marconi. Merit alone could win in this matter." In February, 1902, he wrote in his diary, "I shall move all heaven and earth to put in at once a broad fundamental patent on telephony without wires by..."
Radio Communication at Ultra High Frequency


In this book the term ‘ultra-high frequency’ is used to denote frequencies greater than 100 Mc/s. The author states that his aim in producing this book has been “the editing of an ever-growing library of information about different techniques, and its presentation in a collected and practical form for quick reference in the laboratory.” He has, in fact, compiled what may conceivably be termed a ‘notebook’ which covers mainly the forms of circuit used in electronic apparatus.

After his introduction, in which some of the requirements are briefly described, the author goes on to discuss valve standardization and gives a short list of valve types. This covers most of the electrophysiological requirements and represents the valves which are used for illustrative purposes in later diagrams. Cathode-ray tubes are later treated and there is a chapter on power supplies.

Trigger circuits are dealt with in 5½ pages and time bases in eight. As might be expected, therefore, the treatment is cursory and only a few types are discussed. Biological amplifiers have 20 pages and there are a further six pages on d.c. amplifiers. There are also short chapters on Electrodes, L.F. Oscillators, Stimulators, Time Marking and Measurement, Production of Mechanical Movement, Display and Recording of Mechanical Movement, Pressure and Volume Registration, Measurement and Control of Heat and Light Measurement. The book concludes with a bibliography, diagrams of valve-base connections and an index.

The treatment is generally very brief and there is no attempt at a comprehensive discussion of the pros and cons of the various alternative ways of achieving a required result. Generally, one or two only of these ways are referred to and even these are not fully described. The reader must be prepared to turn to the original papers, quoted in the bibliography, for such description. Because of this it is really a book for the beginner.

The book contains a great deal of information and will undoubtedly be useful to those engaged on electrophysiological work. It would, however, have been a better, but bigger, book if a more detailed treatment had been adopted.


In his preface the author states that his aim in producing this book has been “the editing of an ever-growing library of information about different techniques, and its presentation in a collected and practical form for quick reference in the laboratory.” He has, in fact, compiled what may conceivably be termed a ‘notebook’ which covers mainly the forms of circuit used in electronic apparatus.

After his introduction, in which some of the requirements are briefly described, the author goes on to discuss valve standardization and gives a short list of valve types. This covers most of the electrophysiological requirements and represents the valves which are used for illustrative purposes in later diagrams. Cathode-ray tubes are later treated and there is a chapter on power supplies.

Trigger circuits are dealt with in 5½ pages and time bases in eight. As might be expected, therefore, the treatment is cursory and only a few types are discussed. Biological amplifiers have 20 pages and there are a further six pages on d.c. amplifiers. There are also short chapters on Electrodes, L.F. Oscillators, Stimulators, Time Marking and Measurement, Production of Mechanical Movement, Display and Recording of Mechanical Movement, Pressure and Volume Registration, Measurement and Control of Heat and Light Measurement. The book concludes with a bibliography, diagrams of valve-base connections and an index.

The treatment is generally very brief and there is no attempt at a comprehensive discussion of the pros and cons of the various alternative ways of achieving a required result. Generally, one or two only of these ways are referred to and even these are not fully described. The reader must be prepared to turn to the original papers, quoted in the bibliography, for such description. Because of this it is really a book for the beginner.

The book contains a great deal of information and will undoubtedly be useful to those engaged on electrophysiological work. It would, however, have been a better, but bigger, book if a more detailed treatment had been adopted.

W. T. C.
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ACOUSTICS AND AUDIO FREQUENCIES

534.322 : 534.321.9 795

An Ultrasonic Projector Design for a Wide Range of Research Applications.—F. J. Fry. (Rev. sci. Instrum., Nov. 1950, Vol. 21, No. 11, pp. 940-941.) Description of equipment providing simple means of changing from one thickness-mode crystal to another of different frequency.

534.321.9 : 534.321 796

The Determination of Ultrasonic Fields in Fluids.—R. Krause. (Z. angew. Phys., 15th Sept. 1950, Vol. 2, No. 9, pp. 370-373.) Axial and transverse field patterns were investigated for a quartz projector of diameter 3 cm using a quartz detector of diameter 3 mm. The radiator operated at 1 Mc/s, emitting pulses of duration $1 \times 10^{-9}$ to $3 \times 10^{-9}$ sec. Measurements of the field along the axis are in good general agreement with calculated values based on Rayleigh's velocity-potential integral if due account is taken in the calculation of the damping effect of the radiator support. Discrepancies in the immediate neighbourhood of the radiator are due to the finite transverse dimensions of the detector. The importance of the interference field is demonstrated; it may give rise to local vibration pressures several times as great as would be expected from simple consideration of total power radiated.

534.321.9 : 534.511.1 797

Satellite Resonances in Ultrasonic Interferometry.—J. F. W. Bell. (Proc. phys. Soc., 1st Nov. 1950, Vol. 63, No. 371B, pp. 958-964.) Satellite resonances of the gas in the tube of an ultrasonic interferometer are identified as mode resonances and are of the type described by Rayleigh. The presence of unresolved satellites in the principal interferometer resonance introduces a considerable error into absorption measurements. Results obtained by van Itterbeek and his co-workers (4186 of 1937) are shown to be in agreement with the Krasnushkin interferometer theory (2914 of 1944), which takes account of the effect of the multiple nature of the principal resonance. A criterion for the choice of crystals for ultrasonic absorption measurements is given.

534.321.9 : 534.613 798

A Method for the Measurement of the Sound Radiation Pressure in Ultrasonic Waves.—H. Goetz. (Z. Naturf., Nov. 1949, Vol. 4a, No. 8, pp. 587-588.) The pressure is estimated from the observed deflection of small air bubbles ascending in a trough of paraffin in which a 4-2 Mc/s quartz generator transmits horizontally.

534.6 799

Note on the Definition of Complex Noise with Continuous Spectrum.—P. Chavasse & R. Lehmann. (Ann. Télécommun., Nov. 1950, Vol. 5, No. 11, pp. 375-377.) Reasons are given for preferring a 'white' noise to a pure or wobbled tone as a source for acoustic measurements. The spectral curves obtained with such a source will differ according as the analysis is performed with a device in which $\Delta f$ is constant or one in which $\Delta f$ is constant; hence it is important that the type of analyser used should be clearly indicated.

534.84 800


534.846 801

Relation between Architectural and Microphone Acoustics.—J. Bernhart. (Ann. Télécommun., Oct. 1950, Vol. 5, No. 10, pp. 338-346.) The concept of reverberation time is by itself insufficient to define the acoustic characteristics of a studio when a microphone is used for sound pickup. Apparent reverberation is greater and variations in tonal quality are sharper. Parameters which may be considered in this case are discussed, especially acoustic perspective, the notion of 'sound planes', and the sound-source/microphone couple. Quality of reverberation varies according to the disposition of this couple. The influence of room contours and distribution of absorbing and reflecting surfaces on apparent reverberation are studied for certain experimental studies.

534.846 802

Acoustics of London's New Concert Hall.—(Audio Engng, Nov. 1950, Vol. 34, No. 11, pp. 26-34.) A brief discussion of the architectural plan of the South Bank Concert Hall. Variations from usual practice have been introduced in the arrangement of the orchestra to obtain acoustic improvements.
New Acoustic Theories.—J. Moir. *(F-M TV, Nov. 1950, Vol. 10, No. 11, pp. 29–30.)* Experiments carried out in England indicate that the sound-decay pattern of a studio or hall is more important than the reverberation as a criterion of acoustic quality. Equipment is described with which a complete picture of the decay curve of the reverberant sound resulting from an initial tone-pulse can be obtained, and typical curves are shown for auditoria with good and with poor acoustic quality. The particular features of various concert halls which contribute to their good acoustic properties are discussed.

The FAS Audio System: Part 2.—M. B. Sleeper. *(F-M TV, Nov. 1950, Vol. 10, No. 11, pp. 31–34.)* Details are given of the arrangement of the three loudspeakers used, and of the 3-way crossover network operating at 350 c/s and 1 200 c/s, for which complete construction data are included. Best results are said to be obtained with the loudspeakers 5 to 10 ft apart. The bass loudspeaker is mounted near one end in the back wall of what is termed an air-coupler; this consists of a wooden box of dimensions about 6 ft × 16 in. × 6 in. (not critical), the walls being about 1 in. thick, an enclosed space bored between two layers of film. Storage temperature should be low. The best loudspeaker units at present available.

The FAS Audio System: Part 1.—M. B. Sleeper. *(F-M TV, Oct. 1950, Vol. 10, No. 10, pp. 22–24.)* Description of an amplifier and loudspeaker system designed to deliver sound-power output in about the same ratios as the outputs of the instruments used in broadcasting or in making a record. The relation between bass and treble is maintained at any level from full volume to bare audibility. The letters FAS stand both for the Fowler-Allison-Sleeper designs and for the Flewelling Audio System from which the designs here described were developed. Only three stages are used in the amplifier, with feedback from the secondary of the push-pull output transformer via a 30-k2 resistor to the cathode of the first valve. Response is essentially flat from 20 c/s to 20 kc/s, and this flat characteristic is maintained by the output transformer at any level up to its full power rating. Circuit details are given both for the amplifier and its associated power-supply unit, which includes a double-II filter to ensure a low hum level. The input stage has ample gain for a relatively high output (needle pressure about 14 gm) give very good reproduction and that the resulting record wear is negligible.

Thorn Gramophone Needles.—A. M. Pollock. *(Wireless World, Dec. 1950, Vol. 56, No. 12, pp. 450–452.)* Illustrations are given showing the wear of thorn points after use for different playing times. An extensive series of tests indicates that thorn needles under light loading (needle pressure about 14 gm) give very good reproduction and that the resulting record wear is negligible.

A Magnetic Record—Reproduce Head.—M. Rettinger. *(J. Soc. Mot. Pict. Televis. Engrs, Oct. 1950, Vol. 55, No. 4, pp. 377–390.)* General principles of construction of a ring-shaped head, Type M1-10794, are discussed. Features of this head are: frequency range 30 c/s–18 kc/s, high sensitivity, absence of microphonics, low bias-current requirements, and low hum level, due to its small size.

Electromechanical Couplings.—F. A. Fischer.

Loudspeaker Cabinet Design.—D. E. L. Shorter. *(Wireless World, Nov. & Dec. 1950, Vol. 56, Nos. 11 & 12, pp. 382–385 & 436–438.)* Acoustical and electrical clamping of loudspeakers fitted in closed cabinets is discussed, and experimental results obtained in the course of development work on loudspeaker cabinets during 1938–1947 are presented. Although the ‘infinite-baffle’ type of cabinet of ample volume is often regarded as the ideal mounting, the full potentialities of such a system cannot always be realized in practice. The general characteristics of vented cabinets are described and details are given of the cabinet adopted for a 15-in. coaxial loudspeaker for B.B.C. monitoring purposes.

Performance data obtained with this combination indicate that a vented cabinet is capable of doing justice to the best loudspeaker units at present available.

Accident in Printing in Magnetic Recording.—F. Gallet. *(Onde elect., Nov. 1950, Vol. 10, No. 11, pp. 29–30.)* The weak fields produced by magnetic tape influence adjacent portions, so that spurious signals may occur in reproduction. The extent of the effect and its dependence on various parameters are investigated theoretically and experimentally, together with methods of reducing the ratio of unwanted to wanted signals. The level of accidental printing depends on the original recorded intensity and wavelength, and on the separation between adjacent layers of film. Storage temperature should be low. The time-decrease of spurious signal is important, and h.f. partial erasure on replay may be useful.

Magnetic Recording of Sound.—F. Gallet. *(Onde elect., Nov. 1950, Vol. 10, No. 284, pp. 449–457.)* General survey of present-day practice and equipment, and discussion of problems encountered, mainly with reference to magnetic-tape high-fidelity apparatus for broadcasting; other methods and equipment are mentioned briefly.

AERIALS AND TRANSMISSION LINES

Surface Waves and their Application to Transmission Lines.—G. Goubau. *(J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1119–1128.)* Two types of non-radiating surface wave on a wire are discussed theoretically. The first (discussed by Sommerfeld in 1899) is guided by a wire of finite conductivity; it exhibits an attenuation much less than that of a wave in a conventional guide or coaxial cable but the spatial extension of its field is very large. This type of guided wave would only be practically useful at frequencies above 3000 Mc/s.

The second type of wave is guided by a conductor whose surface is coated with a dielectric or threaded in order to reduce the phase velocity. Although this guide has greater losses than the Sommerfeld wire, its field is much more confined, and it becomes practicable above 100 Mc/s. Waves may be launched on the conductor from a coaxial cable by a horn. Experiment shows agreement with the theoretical losses. See also 281 of February.
The calculation of waves in an infinitely long perfectly conducting guide is reduced to a two-dimensional boundary-value problem whose many solutions include the electric (E) and magnetic (H) modes. E and H modes with the same critical frequency correspond to a multiple eigenvalue. Attenuation due to finite conductivity is treated as a perturbation, whose calculation also enables the case of degeneracy to be considered consistently. In general, the degenerate eigenvalue corresponds to linear combinations of E and H modes, these combinations representing the stable modes to which an attenuation constant can be assigned in an actual waveguide. Important examples of degenerate modes are discussed; the $E_{m}$ and $H_{m}$ modes in rectangular guides become unstable except when the rectangle becomes a square.

The application of quadripole theory to waveguide systems is presented previously (2129 of 1950). The method of formation, effect, and removal of frost and glaze ice are discussed. With s.w. aerial arrays the added weight of glaze ice may be many times the weight of the aerials themselves, so that serious damage may be caused unless the aerials were originally designed to withstand heavy loading. In the case of television aerials the change of aerial impedance due to a coating of ice may result in the formation of ghost images over scenes, owing to mismatch between the transmitting aerial and its feeder. To prevent ice formation on the folded dipoles of the Sutton Coldfield transmitter, heater elements providing 7.5 kW for each dipole are switched on when the temperature at the top of the aural mast falls to 3°C. The radiation can be calculated by applying the finger effect. Even for frame aerials of small size, slight departures from previously accepted theory manifest themselves as a dipole effect. Other common nonrectilinear arrangements, in particular asymmetrical ones, are also considered.

The application of quadripole theory to waveguide systems is presented previously (2129 of 1950). The method of formation, effect, and removal of frost and glaze ice are discussed. With s.w. aerial arrays the added weight of glaze ice may be many times the weight of the aerials themselves, so that serious damage may be caused unless the aerials were originally designed to withstand heavy loading. In the case of television aerials the change of aerial impedance due to a coating of ice may result in the formation of ghost images over scenes, owing to mismatch between the transmitting aerial and its feeder. To prevent ice formation on the folded dipoles of the Sutton Coldfield transmitter, heater elements providing 7.5 kW for each dipole are switched on when the temperature at the top of the aural mast falls to 3°C.

The radiation from a dipole is treated as a perturbation. Electric and magnetic dipole moments are defined in the usual manner and the fields are treated as observed at a large distance. The field radiated by the dipole is calculated as the field produced by the current in the dipole. The vector diagram of the field is plotted for a large number of orientations. As the current is varied, the diagram shows the variation of the field with respect to each other, is derived and applied to six special cases of practical interest. Results for one of these cases were confirmed experimentally.

The calculation of waves in an infinitely long perfectly conducting guide is reduced to a two-dimensional boundary-value problem whose many solutions include the electric (E) and magnetic (H) modes. E and H modes with the same critical frequency correspond to a multiple eigenvalue. Attenuation due to finite conductivity is treated as a perturbation, whose calculation also enables the case of degeneracy to be considered consistently. In general, the degenerate eigenvalue corresponds to linear combinations of E and H modes, these combinations representing the stable modes to which an attenuation constant can be assigned in an actual waveguide. Important examples of degenerate modes are discussed; the $E_{m}$ and $H_{m}$ modes in rectangular guides become unstable except when the rectangle becomes a square.

The application of quadripole theory to waveguide systems is presented previously (2129 of 1950). The method of formation, effect, and removal of frost and glaze ice are discussed. With s.w. aerial arrays the added weight of glaze ice may be many times the weight of the aerials themselves, so that serious damage may be caused unless the aerials were originally designed to withstand heavy loading. In the case of television aerials the change of aerial impedance due to a coating of ice may result in the formation of ghost images over scenes, owing to mismatch between the transmitting aerial and its feeder. To prevent ice formation on the folded dipoles of the Sutton Coldfield transmitter, heater elements providing 7.5 kW for each dipole are switched on when the temperature at the top of the aural mast falls to 3°C.

The application of quadripole theory to waveguide systems is presented previously (2129 of 1950). The method of formation, effect, and removal of frost and glaze ice are discussed. With s.w. aerial arrays the added weight of glaze ice may be many times the weight of the aerials themselves, so that serious damage may be caused unless the aerials were originally designed to withstand heavy loading. In the case of television aerials the change of aerial impedance due to a coating of ice may result in the formation of ghost images over scenes, owing to mismatch between the transmitting aerial and its feeder. To prevent ice formation on the folded dipoles of the Sutton Coldfield transmitter, heater elements providing 7.5 kW for each dipole are switched on when the temperature at the top of the aural mast falls to 3°C.

The theory of receiving aerials is developed for circular and rhombic receiving aerials with nonstationary current distribution. Even for frame aerials of small size, slight departures from previously accepted theory manifest themselves as a dipole effect. Other common nonrectilinear arrangements, in particular asymmetrical ones, are also considered.

The application of quadripole theory to waveguide systems is presented previously (2129 of 1950). The method of formation, effect, and removal of frost and glaze ice are discussed. With s.w. aerial arrays the added weight of glaze ice may be many times the weight of the aerials themselves, so that serious damage may be caused unless the aerials were originally designed to withstand heavy loading. In the case of television aerials the change of aerial impedance due to a coating of ice may result in the formation of ghost images over scenes, owing to mismatch between the transmitting aerial and its feeder. To prevent ice formation on the folded dipoles of the Sutton Coldfield transmitter, heater elements providing 7.5 kW for each dipole are switched on when the temperature at the top of the aural mast falls to 3°C.

The application of quadripole theory to waveguide systems is presented previously (2129 of 1950). The method of formation, effect, and removal of frost and glaze ice are discussed. With s.w. aerial arrays the added weight of glaze ice may be many times the weight of the aerials themselves, so that serious damage may be caused unless the aerials were originally designed to withstand heavy loading. In the case of television aerials the change of aerial impedance due to a coating of ice may result in the formation of ghost images over scenes, owing to mismatch between the transmitting aerial and its feeder. To prevent ice formation on the folded dipoles of the Sutton Coldfield transmitter, heater elements providing 7.5 kW for each dipole are switched on when the temperature at the top of the aural mast falls to 3°C.
Andrew Type-3000 aerials for communication in the ranges 148–162 Mc/s and 162–174 Mc/s are designed to provide a circular horizontal pattern, high gain, low number of feed points, low wind loading, and negligible coupling to the mast. An array of eight folded dipoles is used; the feed harness and method of stacking are described in detail. Performance measurements are shown in diagrams.

621.396.677


621.396.679.4

Aerial Feeder Connections.—W. T. Cocking. (Wireless World, Dec. 1950, Vol. 56, No. 12, pp. 426–428.) Practical consideration of the coupling of a dipole to an unbalanced receiver circuit by either a balanced line or a coaxial cable. The efficiency of various systems in providing signal transfer, impedance match, balance and rejection of interference is discussed. Particular attention is devoted to a ‘balun’ circuit which embodies two inductors and two capacitors and avoids the need for a screened transformer.

CIRCUITS AND CIRCUIT ELEMENTS

621.3.012.3

Use of Conductance, or G, Curves for Pentode-Circuit Design.—K. A. Pullen. (Tele-Tech, Nov. 1950, Vol. 9, No. 11, pp. 38–40, 45.) Sets of curves applicable to Type 7E7 valves are shown and their use in circuit design is explained. See also 292 of 1950.

621.314.2

Developments in Small Chokes and Power Transformers.—(Electronic Engng, Nov. 1950, Vol. 22, No. 973, pp. 430–433.) Transformers used in Naval Service from 1936 to 1949 are described briefly, and the latest design in detail. This transformer is oil-filled, its terminal seals are made of fused aluminium oxide, and its case is deep drawn in two parts. C-type cores are used; these have several advantages over orthodox silicon-iron stampings. This type of transformer is the only one to qualify fully as an inter-Service standard type.

621.314.22.015.7

A Method for Designing Pulse Transformers.—H. S. Kirschbaum & C. E. Warren. (Trans. Amer. Inst. elect. Engrs, 1949, Vol. 68, Part II, pp. 971–978.) Description of a method that takes account of transformer terminating impedances and permits control of certain features of the output waveform. The design relations give a clear indication of the possibility of realizing a design for a given set of specifications and, in many cases, provide several alternative designs to meet special requirements.

621.314.3

The Dynamicelectric Amplifier: Class-A Operation.—R. M. Saunders. (Trans. Amer. Inst. elect. Engrs, 1949, Vol. 68, Part II, pp. 1368–1373.) Various dynamic-electric amplifiers are compared with the electronic amplifier, and the static and dynamic characteristics of both the single- and 2-stage dynamic-electric amplifiers are discussed from the a.c. steady-state point of view. The dynamic characteristics are calculated from equivalent circuits and compared with test results in the form of frequency-response and phase-angle curves. Negative-feedback circuits and response curves are also presented and the effects of feedback are noted. See also 46 of January.

621.314.3+


621.316.8: 621.396.822: 621.317.7

The Measurement of Noise in Resistors.—Oakes. (See 945.)

621.392.4

Power Capacitors with Ceramic Dielectric.—J. L'vesson. (Ann. Radiol., Oct. 1950, Vol. 5, No. 22, pp. 391–406.) The influence of the pottery industry is seen in the general adoption of dish and pot shapes for ceramic-dielectric capacitors. Design is discussed in relation to performance, viz., specified capacitance, operating voltage, maximum h.f. power and field strength. Heating during operation is studied, particularly heating due to the Joule effects in the electrodes; this can be reduced by the use of suitable types of connector. Brief descriptions are included of equipment and methods for the measurement of maximum reactive power and maximum h.f. field strength.

621.392.43

Transformation of an Arbitrary Complex Impedance to a Given Resistance by means of a H.F. Line Section.—P. Maurer. (Arch. elek. Übertragung, Sept. 1950, Vol. 4, No. 9, pp. 349–352.) Coaxial-line sections are commonly used for matching a load to a generator in the d-m-wave band, stubs being most often used. In many cases the problem can be simply solved by using a single coaxial-line section of appropriate length and characteristic impedance. Formulæ for such sections are derived from basic equations of current and voltage distribution and are represented in polar diagrams. The sections are assumed lossless.

621.392.5

Circuit Analysis of Linear Varying-Parameter Networks.—L. A. Zadeh. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1171–1177.) Theory is presented which is essentially a generalization of the familiar frequency-domain theory of fixed linear networks. Such basic concepts as impedance, admittance, gain, etc., are extended to linear varying-parameter networks and their important properties are outlined. Extensions are given also of the general mesh and node equations, Thévenin's theorem, dualization, and some other relations that hold in the case of fixed networks. Many theorems, properties, and relations that hold in the case of fixed networks may be extended with proper modifications to linear varying-parameter networks.

621.392.5: 621.315.212


621.392.6


621.392.6

Generalized Network Theory.—U. Kirschner. (Arch. elek. Übertragung, Sept. 1950, Vol. 4, No. 9, pp. 367–373.) By means of the 'oriented path complex', the circuit equations are derived for a generalized network with r degrees of freedom, i.e., with r independent circuits. The equations are solved by means of Cramer's rule, leading to a determination first of the iterative matrix of
a 2r-pole, and finally, by splitting off and eliminating (r-k) columns and rows, of the iterative matrix of a 2k-pole (k<r).

621.395.669.3

A Simple Crackle Eliminator using Selenium Rectifiers as Amplitude Limiters.—K. H. Werner. (Arch. elekt. Übertragung, Sept. 1950, Vol. 4, No. 9, pp. 374-376.) In the characteristic of the Se rectifier the transition from the high-resistance to the low-resistance condition is so located that the rectifier requires no bias when used in a low-voltage limiter. Overload protection is also unnecessary. Extremely simple limiter circuits are thus possible, comprising merely capacitors and rectifiers. Rectifiers of different sizes were investigated; measurements are reported and discussed.

621.396.6


621.396.6


621.396.611.4 : 621.317.352


621.396.615

The Generation of Oscillations in a Phase-Shift Oscillator.—W. Taeger. (Funk u. Ton, Oct. 1950, Vol. 4, No. 10, pp. 525-530.) Mathematical analysis of the oscillatory condition in a circuit with an even number of identical stages and a Wien-bridge feedback link. See also 507 of March.

621.396.615.015.71

Pulse Generator of Fixed Repetition Rate.—E. A. Benson & R. M. Pearson. (Wireless Engr, Dec. 1950, Vol. 22, No. 273, pp. 285-288.) A very simple circuit for producing short pulses (about 200 V r.m.s.) is described and its operation analysed. Negative pulses with an amplitude of about 60 V and a rise time <1 µs are obtained. The pulse repetition rate is identical with the frequency of the a.c. source.

621.396.615.14

Short-Wave Self-Oscillator Circuits.—F. Green. (Marconi Rev., 4th Quarter 1950, Vol. 13, No. 99, pp. 135-132.) The circuits considered are those based on pairs of triodes with the cathodes, anodes or grids connected, and the single-valve equivalents with one electrode earthed. It is shown how the values of the external circuit components combine with the inter-electrode capacitances to produce conditions for oscillation, and how losses in the grid circuit can be compensated.

621.396.645

The Grounded-Grid Amplifier.—J. Roorda. (Electronic Engrw., Nov. 1950, Vol. 22, No. 273, pp. 478-480.) A mathematical analysis of the essential characteristics of the grounded-grid triode used as a h.f. linear amplifier, interelectrode capacitances being taken into account. Conditions for resonance and stability are discussed. Formulas are deduced for input admittance and voltage amplification.

621.396.645


621.396.645.013.7


621.396.645.35

D.C. Amplifier for Biological Application.—P. O. Bishop & E. J. Harris. (Rev. sci. Instrum., Nov. 1950, Vol. 21, No. 11, p. 904.) Corrections to article abstracted in 2174 of 1950.

621.396.645.35

Wide-Band D.C. Amplifier Stabilized for Gain and for Zero.—A. J. Williams, Jr, W. G. Amey & W. McAdam. (Trans. Amer. Inst. elect. Engrs, Nov. 1950, Vol. 22, No. 273, p. 473.) Positive feedback can be used to compensate for loss of gain due to negative feedback. An application of this principle in the a.f. stages of a broadcasting receiver is described.

621.319.4


GENERAL PHYSICS

537.523.4

Voltage Gradients in High-CURRENT Spark Channels.—J. E. Allen. (Research, Lond., Nov. 1950, Vol. 3, No. 11, p. 526-528.) Using an impulse generator producing peak currents up to 500 kA, oscillographic measurements of voltage drop across short spark-channels were observed for several gap widths. In the range 188-265 kA, voltage gradients were high and increased with current. The effect on the discharge of metal vapour from the electrodes was appreciable.

537.525 : 538.56

Free Spherical Electromagnetic Oscillations in Spaces containing Plasma.—W. O. Schumann. (Z. Naturf.,
Oct. 1949. Vol. 4a, No. 7, pp. 486-491.) Mathematical analysis is given for the following cases: a conducting plasma-filled sphere; a dielectric sphere immersed in plasma; a plasma sphere in air. The effect of the frequency-dependence of the dielectric constant on the oscillation processes is discussed, and in particular the possibility of new modes of oscillation resulting from negative values of dielectric constant.

537.533.7: 621.385.029.63/64

854 Dynamic Electron Flow under the Influence of Dynamic Fields.—H. W. König. (Acta phys. austriaca, Feb. 1949, Vol. 2, No. 3/4, pp. 312-334.) A plane electron flow is subjected to an electrical control field arranged in \( n \) sections, the control current in each section having the same amplitude. The phases are so chosen that the current in any section lags behind that in the previous section by an amount corresponding to the time taken by the electrons to traverse the section. In the limiting case a dynamic control field is obtained which moves at each point with the velocity of the electrons. In this case the field and velocity distributions are given by the same equations as for quasistationary flow, when account is taken of the phase lag in the periodic terms due to the finite value of the transit angle. The alternating field strength produced in the electron stream by the action of the control field increases in the case of the quasistationary field as the first power of the transit angle, but, on the other hand, as the square of the angle in the case of the dynamic field. In consequence, for equal transit angles, a considerably greater amplification can be obtained with dynamic control of the electron velocity. Since the noise characteristics are about the same in both cases, the limiting sensitivity is appreciably improved. Diagrams are given showing the field and velocity distributions for the case in which the electrons in the control path move with constant velocity. Application of the theory to the travelling-wave valve is outlined.

538.221


538.31

856 The Magnetic Field of a Plane Circular Loop.—C. L. Biedermann. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1108-1114.) "The axial and radial components of the magnetic field of a plane circular loop are expressed in terms of cylindrical coordinates. The expressions involve two integrals which are related to certain of the complete elliptic integrals. Tables of values of these integrals are presented. Interpolation in these tables facilitates rapid calculation of the field components."

538.566.2

857 Research on the Propagation of Sinusoidal Electromagnetic Waves in Stratified Media: Application to Thin Layers: Part 1.—F. Abélès. (Ann. Phys., Paris, Sept./Oct. 1950, Vol. 5, pp. 596-640.) This paper deals with stratified systems in general; the second part is to deal with homogeneous thin layers. The essence of the method is starting from Maxwell’s equations, to represent stratified media having any values of dielectric constant and magnetic permeability by matrices with two rows and two columns. This facilitates consideration of discontinuous stratification. A method is developed for inverting differential field equations without restriction on the laws of variation of the characteristic parameters of the medium. General expressions are given for the coefficients of reflection and transmission and the corresponding phase shifts suffered by the field vectors, two cases of particular practical importance being treated in detail. The first is that where the thickness of the medium is small in relation to the wavelength of the incident waves. The second corresponds to a medium of any thickness where the variations of the parameters are very slow, for example with a slightly inhomogeneous thin layer. Some general theorems on stratified media are proved, and the development of the general theory from that for an infinite stack of infinitely thin homogeneous layers is indicated. Analogies with other problems of physics and mechanics are discussed. A convenient, method is described for studying media whose parameters are periodic in space.

538.566.2

858 Artificial Field Equations for a Region where \( \mu \) and \( \epsilon \) Vary with Position.—J. D. Smith. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1140-1149.) Mathematical treatment of waves in a continuously variable medium is given which is similar to that used by Weyl for the relativistic effect of gravitational potential. The TE and TM cases are considered and also the fields derived from a 4-potential. Application of the method in cylindrical co-ordinates is used to derive formulae for the TE, TM and TEM waves. Solutions are derived for specific distributions of \( \mu \) and \( \epsilon \), with applications to curved guides, horns and coaxial lines.


GEOPHYSICAL AND EXTRATERRESTRIAL PHENOMENA

523.72: 621.396.822

860 The Polarization of Thermal ‘Solar Noise’ and a Determination of the Sun’s General Magnetic Field.—S. F. Smith. (Aust. J. sci. Res., Ser. A, June 1950, Vol. 3, No. 2, pp. 265-273.) "The equation of transfer of radiation and the magneto-ionic theory are used to derive expressions for the degree of polarization of thermal ‘solar noise’ due to a general magnetic field of the sun. In particular, the net polarization of 600-Mc/s radiation corresponding to the maximum phase of the eclipse of 1st November, 1948, as seen from Melbourne, Victoria, is evaluated theoretically and compared with observational evidence. This leads to an upper limit of 11 gauss for the surface field-strength at the solar poles at the time of observation."

523.72: 621.396.822


523.745

Current Interpretation of the Sunspot Phenomenon. — W. Grotian. (Z. angew. Phys., 15th Sept. 1950, Vol. 2, No. 9, pp. 376-390.) A comprehensive survey; text of a lecture delivered at Munich in March 1950. Observations of fluctuations of both solar magnetic field and solar diameter are consistent with the 11-year period of the sunspot cycle, but further systematic observations over at least 22 years are needed to check the various theories.


Galactic Radiation at Radio Frequencies: Part 2 — The Discrete Sources. — G. J. Stanley & O. B. Slee. (Aust. J. sci. Res., Ser. A, June 1950, Vol. 3, No. 2, pp. 231-250.) A description is given of the special techniques necessary in the observation of the very small differences in noise intensity between the discrete sources and the background-continuum. The results of measurements of the position and angular width of the discrete sources are discussed, and the present known data are tabulated. Measurements of intensity within the band 40-100 Mc/s showed that for three sources intensity changed more rapidly with frequency than did the background noise, while for a fourth source it changed less rapidly. The short-period fluctuations in intensity of the source in Cygnus are discussed; evidence is presented which suggests that their origin is in the ionosphere rather than outside it. Part 2: 1, 184 of February (Bolton & Westfold). Part 3: 866 below.

Galactic Structure. — J. G. Bolton & K. C. Westfold. (Aust. J. sci. Res., Ser. A, June 1950, Vol. 3, No. 2, pp. 251-264.) From r.f. observations it is deduced that the sun is situated in or near an arm of a spiral galaxy. The observations of the hydrogen lines in the auroral zone in the northern hemisphere during severe magnetic storms can be explained by the theory of Chapman & Ferraro as well as by Stormer's original auroral theory.

Galactic Radiation at Radio Frequencies: Part 3 — Galactic Structure. — J. G. Bolton & K. C. Westfold. (Aust. J. sci. Res., Ser. A, June 1950, Vol. 3, No. 2, pp. 224-233.) Using a Yagi aerial array of known sensitivity pattern, galactic radio-noise was measured at 200 Mc/s during a systematic scanning of the whole sky south of declination 45°N. The measurements of intensity are expressed relative to the level at the galactic poles and are accurate to within about 20% in most regions, with a probable error of 1° in location. After correction for the integration effect of the aerial pattern, contour plots of the distribution of the radiation were made. Galactic noise is suggested as a standard for measurements of solar noise.

Survey of Galactic Radio-Noise at 200 Mc/s. — C. W. Allen & C. S. Gum. (Aust. J. sci. Res., Ser. A, June 1950, Vol. 3, No. 2, pp. 224-233.) Using a Yagi aerial array of known sensitivity pattern, galactic radio-noise was measured at 200 Mc/s during a systematic scanning of the whole sky south of declination 45°N. The measurements of intensity are expressed relative to the level at the galactic poles and are accurate to within about 20% in most regions, with a probable error of 1° in location. After correction for the integration effect of the aerial pattern, contour plots of the distribution of the radiation were made. Galactic noise is suggested as a standard for measurements of solar noise.

Scattering of Electromagnetic Waves by Atmospheric Turbulence. — Megaw. (See 973.)

Thunderstorms and the Earth's General Electrification. — O. H. Gish & G. R. Wait. (J. geophys. Res., Dec. 1950, Vol. 55, No. 4, pp. 473-484.) The conductivities and electric field strengths were measured above 21 thunderstorms. The conductivity was not altered appreciably by the presence of the storms. All storms showed a positive current flowing upwards, the total current ranging from 0 to 1 A, with an isolated reading of 0-5 A. The average value, omitting the latter high reading, was 0-3 A. In ten cases the electric-field profile corresponded with that of a simple bipolar model. The observations support Wilson's hypothesis concerning the effect of thunderstorms in maintaining the earth's permanent negative charge.


Discrete Sources. — G. J. Stanley & O. B. Slee. (Aust. J. sci. Res., Ser. A, June 1950, Vol. 3, No. 2, pp. 224-233.) Using a Yagi aerial array of known sensitivity pattern, galactic radio-noise was measured at 200 Mc/s during a systematic scanning of the whole sky south of declination 45°N. The measurements of intensity are expressed relative to the level at the galactic poles and are accurate to within about 20% in most regions, with a probable error of 1° in location. After correction for the integration effect of the aerial pattern, contour plots of the distribution of the radiation were made. Galactic noise is suggested as a standard for measurements of solar noise.


Corpuscular Influences upon the Upper Atmosphere. — S. Chapman. (J. geophys. Res., Dec. 1950, Vol. 55, No. 4, pp. 386-399.) A critical review of the evidence for and against the corpuscular theory of magnetic storms and aurorae, including discussion of certain crucial tests and difficulties. The observed solar and terrestrial phenomena to be explained are examined in detail. It is concluded that the available data may be most readily interpreted in terms of the corpuscular theory. The most direct evidence for the theory is given by recent observations of the broadening of the hydrogen lines in the auroral spectrum.


Huancayo and Weatheroo show slightly closer correlations with the activity index $S_1$ based on data from Washington, No. 4, pp. 423-425.) The rate of ion production is calculated as a function of height, assuming a stratified temperature distribution. Under certain conditions, such a distribution can give rise to two maxima of ionization. A similar process may account for the splitting of the ionosphere $F$ layer during the day.

A.68

**Thermal Splitting of Ionosphere Layers.**—O. Burkard. (Arch. Met. Geophys. Bioklimatol., 28th March 1950, Vol. 2, Nos. 2/3, pp. 206-214.) The rate of ion production is calculated as a function of height, assuming a stratified temperature distribution. Under certain conditions, such a distribution can give rise to two maxima of ionization. A similar process may account for the splitting of the ionosphere $F$ layer during the day.


**Ionosphere over Calcutta.**—S. S. Baral & A. P. Mitra. (J. Atmos. Terr. Phys., 1950, Vol. 1, No. 2, pp. 96-105.) Records made at Calcutta during the solar half-cycle Jan. 1945-June 1949 were analyzed in order to determine the following ionospheric parameters: rate of electron production, temperature, effective coefficient of recombination. The value of the earth's magnetic field at the average height of the $F_r$ region was also determined. Graphs show the variations of the various quantities.

**Studies of the $F_2$ Layer in the Ionosphere: Part I—The Position of the Ionospheric Equator in the $F_2$ Layer.**—E. Appleton. (J. Atmos. Terr. Phys., 1950, Vol. 1, No. 2, pp. 106-113.) The solar radiation responsible for the production of the $F_2$ layer is known to change with the 11-year sunspot cycle. The question has therefore been examined whether analogous changes occur in the course of the solar rotation. The seasonal variations of the noon equivalent heights of the $F_2$ layer at a number of stations are examined and the variations characteristic of the northern hemisphere and of the southern hemisphere are identified. It is shown that the change-over from one type of variation to the other occurs in a region which is more nearly coincident with the magnetic equator than with the geographical equator.

**27-Day Variations in $F_2$ Layer Critical Frequencies at Huancayo.**—J. Bartels. (J. Atmos. Terr. Phys., 1950, Vol. 1, No. 1, pp. 2-12.) The solar radiation responsible for the production of the $F_2$ layer is known to change with the 11-year sunspot cycle. The question has therefore been examined whether analogous changes occur in the course of the solar rotation. The seasonal variations of the noon equivalent heights of the $F_2$ layer at a number of stations are examined and the variations characteristic of the northern hemisphere and of the southern hemisphere are identified. It is shown that the change-over from one type of variation to the other occurs in a region which is more nearly coincident with the magnetic equator than with the geographical equator.

**Comparison of Variously Derived Solar Indexes.**—H. S. Moore & M. Stein. (J. Geophys. Res., Dec. 1950, Vol. 55, No. 4, pp. 423-427.) Values of the ionospheric solar-activity index $S_1$ based on data from Washington, Huancayo and Watheroo show slightly closer correlations with the noon values of $f_{\text{pe}}$ at other stations than do values of $S_2$ based on Washington data only. The use of 27-day medians in place of monthly medians does not alter the correlation significantly. See also 727 of 1948 and 391 of 1949 (Phillips).

**Observations of Solar and Terrestrial Phenomena during the Mögel-Dellinger Effect (S.I.D.) on 19th Nov. 1949.**—K. Müller; O. Augustin & W. Menzel; A. Elmhert; H. Salow; A. Sittkus; W. Dieninger & K. H. Geissweid; J. H. M. van Bemmel. (J. Atmos. Terr. Phys., 1950, Vol. 1, No. 4, pp. 37-48. In German.) The different authors report respectively on the following phenomena observed at stations in Germany during this sudden ionospheric disturbance: a solar flare of intensity 3; increases of 9.7-20% of cosmic-ray intensity; a radio fade-out accompanied by an increase of the ionization in the $E_2$, $F_1$ and $F_2$ layers; and a terrestrial magnetic solar-flare effect. See also 111 of 1950 (Ellison & Conway), 2206 of 1950 (Müller) and 3039 of 1950 (Clay & Jönberg).

**Recombination and Attachment in the F-Region during the Eclipse of 20th May 1947.**—J. Savitt. (J. Geophys. Res., Dec. 1950, Vol. 55, No. 4, pp. 385-394.) Ionization densities at four heights in the $F_2$ region are deduced by Manning's method from data obtained during the solar eclipse at Bocayuva, Brazil. The results are compared with predictions based on simple recombination and attachment hypotheses. Neither hypothesis explains the data completely, the former being slightly better at the lesser heights and the latter at the greater. The better general agreement is obtained with the attachment hypothesis, the coefficient of attachment being consistent with attachment to neutral oxygen atoms. The coefficients vary considerably with height, and the data indicate that the intensity of ionizing radiation may increase near sunspot groups.

**Attenuation of the Extraordinary Component in the Ionosphere $E_1$ Layer.**—W. Becker. (J. Atmos. Terr. Phys., 1950, Vol. 1, No. 2, pp. 73-81. In German.) The experimental observation that no extraordinary-ray echoes can be received from the normal $E$ layer around sunrise and sunset for frequencies between the gyrofrequency (1.39 Mc/s) and about 2.5 Mc/s, is in accord with numerical considerations developed. The absence of these echoes is due to the high mean electron-collision frequency, which prevents the real part of the refractive index from reaching a value substantially below unity, a necessary condition for appreciable reflection. In the absence of these echoes, the extraordinary-ray critical frequency of the $E_1$ layer can be identified as the frequency at which the first echoes are received from a layer at a greater height.

**The Absorption of Long and Very Long Waves in the Ionosphere.**—Stanley. (See 974.)

**Investigation of the World-Wide Ionospheric Disturbance of 15th March 1948.**—O. Burkard. (Arch. Met. Geophys. Bioklimatol., 28th March 1950, Vol. 2, Nos. 2/3, pp. 315-324.) Observations at 30 stations were examined regarding the variations of the $E_1$ layer critical frequency on the occasion of the geomagnetic storm on the above date. A marked increase of the critical frequency was noted in low geomagnetic latitudes and a decrease in high latitudes. The progress of the main ionospheric disturbance appears to be related to local time.

Wireless Engineer, April 1951
A Study of the Horizontal Irregularities of the Ionosphere.—Briggs & Phillips. (See 980.)

551.510.535 : 621.396.812.2

Periodic Fading of Short-Wave Radio Signals.—Kastgir & Das. (See 981.)

551.577 : 621.396.9


The Ionization Balance of the Atmosphere.—V. F. Hess & R. P. Vancour. (J. atmos. terr. Phys., 1950, Vol. 1, No. 1, pp. 13-25.) Observations from radioactivity substances in the ground and air by cosmic rays are described, and results of measurements made at Fordham University, N.Y., are reported. The mean number of small ions is computed to be <100/cm^2 in the stationary state, as is to be expected near a big city, where the number of condensation nuclei is usually >40 000/cm^2.

LOCATION AND AIDS TO NAVIGATION

621.396.9 : 621.39.001.11

A Study of the Horizontal Irregularities of the Ionosphere.—Briggs & Phillips. (See 980.)

551.510.535 : 621.396.812.2

A Rigorous Method for Computing Geodetic Distance from Shoran Observations.—C. W. Kroll. (Trans. Amer. geophys. Union., Feb. 1949, Vol. 30, No. 1, pp. 1-4.) Certain assumptions are made and Anderson's 1941 value of 299 776 km/s for the velocity of light is used. Accurate formulae are derived, but as their computation from them is impractical, an approximate method of numerical integration was evolved. This has the advantage that it is an iteration process which can be carried out on an electronic computer in a few seconds.


621.396.933 : 526.25

A Rigorous Method for Computing Geodetic Distance from Shoran Observations.—C. W. Kroll. (Trans. Amer. geophys. Union., Feb. 1949, Vol. 30, No. 1, pp. 1-4.) Certain assumptions are made and Anderson's 1941 value of 299 776 km/s for the velocity of light is used. Accurate formulae are derived, but as their computation from them is impractical, an approximate method of numerical integration was evolved. This has the advantage that it is an iteration process which can be carried out on an electronic computer in a few seconds.

621.396.933.23


MATERIALS AND SUBSIDIARY TECHNIQUES

535.37

The Behaviour of Phosphors and Photoconductors in Intense Electric Fields.—E. Krawitz. (Z. Naturf., July 1949, Vol. 4a, No. 4, pp. 284-296.) The transient enhancement of luminescence produced by applied fields was investigated experimentally for over 250 phosphors, at low temperature, using a specially constructed grating-type cell making field strengths up to 300 kV/cm possible. Oscillograms illustrating the decay of the luminescence after switching the field on or off are shown and discussed; from the shape of the curves it can be judged whether the reaction mechanism is monomolecular or bimolecular. The peak value of the luminescence flash depends on both field intensity and time interval after excitation of the phosphor (e.g., by X-rays).

535.371

The Influence of Temperature on the Fluorescence of Solids.—F. A. Kröger & W. de Groot. (Philips tech. Rev., July 1950, Vol. 12, No. 1, pp. 6-14.) The theory of the mechanism of fluorescence is outlined and methods for measuring the relative efficiency of fluorescence and its rate of decay after excitation is cut off are described in

482.) A historical account of the development of d.f. equipment using c.r. tubes, with descriptions of a pre-war and a wartime model. See also 1064 of 1949 (de Walden et al.).

621.396.933

The Development and Status of Radio Navigational Aids to Civil Aviation.—R. M. Badenach & R. E. Gillman. (Proc. Instn Radio Engrs, Aust., Nov. 1950, Vol. 11, No. 11, pp. 273-283.) The development of radio-navigation aids prior to the second world war is described and the effect of that war on the problem is discussed. The present-day status of navigation aids in various countries throughout the world is reviewed. The work of I.C.A.O. in setting the standards for world-wide practice and performance is summarized and plans which have been produced to meet these requirements in U.S.A. and Australia are outlined.

621.396.933.23

A Rigorous Method for Computing Geodetic Distance from Shoran Observations.—C. W. Kroll. (Trans. Amer. geophys. Union., Feb. 1949, Vol. 30, No. 1, pp. 1-4.) Certain assumptions are made and Anderson's 1941 value of 299 776 km/s for the velocity of light is used. Accurate formulae are derived, but as their computation from them is impractical, an approximate method of numerical integration was evolved. This has the advantage that it is an iteration process which can be carried out on an electronic computer in a few seconds.

621.396.933.23


621.396.933

Results of measurements for simple cases are compared with deductions from the theory. Effects observed in more complex cases are discussed and examples are given of cases where the efficiency depends not only on temperature but also on the intensity of the incident radiation.


Controlled-Valency Semiconductors.—E. J. W. Verwey, P. W. Haaijman, C. F. Romeijn & G. W. van Oosterhout. (Philips Res. Rep., June 1950, Vol. 5, No. 3, pp. 173–187.) "In inorganic solids of a more or less polar type (e.g. oxides) a condition for electronic conductivity is that the lattice contains ions derived from the same element but of different valency in the same crystallographic position. A new type of semiconductor is described in which this condition has been realized by the introduction of a fraction of ions of deviating valency without the simultaneous formation of lattice defects as in 'non-stoichiometric' compounds. Such a situation is promoted by the incorporation into the lattice of foreign ions of such a charge that they balance the charge of the ions of deviating valency. Various examples are given and some of the properties of the materials thus obtained are described. Materials of this type have been applied, for instance, in ceramic resistors having a large negative temperature coefficient of resistance. The influence of various impurities upon the specific resistance of poorly conducting substances or insulators with a crystal lattice of the polar type can also be understood along these lines."

Fermi Levels in Semiconductors.—R. A. Hutner, E. S. Rittner & F. K. du Pré. (Philips Res. Rep., June 1950, Vol. 5, No. 3, pp. 188–204.) "General formulae for determining the Fermi level and the density of free charge carriers in semiconductors are derived. Special semiconductor models are considered in detail and a few applications are discussed."


The Amplification Observed in Semiconductors.—Mataré. (See 1037.)

Statistical Fluctuations in Semiconductors.—H. F. Mataré. (Z. Naturf., July 1949, Vol. 4a, No. 4, pp. 275–283.) J. Phys. Radium, Dec. 1949, Vol. 10, No. 12, pp. 364–372, & March 1940, Vol. 11, No. 3, pp. 130–140.) The correlation between barrier layer and diode is considered. An equivalent steady-state circuit is presented for a semiconductor rectifier, and the equivalent noise source and square of noise voltage are determined. The analytical representation of the barrier-layer noise temperature obtained from measurements on diodes and semiconductors is then introduced, and a practical law is derived for the square of the noise voltage, i.e., the statistical fluctuations.

A Theory of Contact Noise in Semiconductors.—G. C. Macfarlane. (Proc. phys. Soc., 1st Oct. 1950, Vol. 63, No. 370B, pp. 807–814.) "A theory of contact noise is described in which the low-frequency noise is attributed to the random movement of adsorbed ions on the surface of a semiconductor from which an electron current is being drawn. Emission of electrons is assumed to take place only at localized patches on the surface and the adsorbed ions are assumed to give rise to a Schottky barrier layer, in which the potential maximum is linearly related to the concentration of ions. Diffusion of the ions over the surface gives rise to random fluctuations in the concentration of ions in a patch, which results in random fluctuations in the height of the potential barrier and the emission current. It is shown that for a circular patch the spectral power density of the noise current varies with mean current j and frequency f as $j^2f^8$ over a small range of frequency and that $x$ varies monotonically from $-0.75$ at the lowest frequencies to $-1.25$ at the highest frequencies. It is also shown that for a long thin rectangular patch the index $x$ varies monotonically from $-0.5$ to $-1.5$ as the frequency is increased from zero. The dependence of the noise power density on temperature is also discussed."


Ferromagnetic Materials and Ferrites: Properties and Applications.—M. J. O. Strutt. (Wireless Eng., Dec. 1950, Vol. 27, No. 327, pp. 277–284.) The parameters controlling the properties of ferrites and other ferromagnetic materials are summarized and the relations between the $Q$ value of a cored inductor, core size, hysteresis distortion and saturation limitations are discussed for commercially available core materials. The conditions giving optimum performance are indicated and the possibilities of obtaining small, highly efficient transformers for low-power applications by using ferrite cores are stressed. Very low hysteresis and eddy-current losses with these materials, when used correctly, give a better approximation to an ideal transformer for the lower r.f. bands than do other core materials.

High-Frequency Permeability of Ferromagnetic Materials.—R. Millership & F. V. Webster. (Proc. phys. Soc., 1st Oct. 1950, Vol. 63, No. 370B, pp. 783–795.) Measurements of the resistive and inductive permeabilities in the range 150 Mc/s to 10 Mc/s were made using a coaxial line with the inner conductor made from the material under investigation. At all frequencies the resistive permeability $\mu_r$ is greater than the inductive permeability $\mu_l$; the effective permeability is assumed to be complex and is plotted as a function of $\mu_r$ and $\mu_l$ against frequency.

Thermal Effects due to Magnetization Processes in Weak Fields.—L. F. Bates. (J. Phys. Radium, Dec. 1949, Vol. 10, No. 12, pp. 323–330.) Paper given at a meeting of the French Physical Society, describing experimental research carried out at the University of Nottingham. Measurements on Ni, Fe, Co and various alloys are reported, and specially devised apparatus is described. A
quantitative interpretation of the results has been put forward tentatively by Stoner and Rhodes. An account is included of experiments undertaken to verify theories of Néel and of Lawton & Stewart on the structure of the elementary domains in monocrystals; equidistances in


The Electromechanical Behaviour of BaTiO₃ Single-Domain Crystals.—M. E. Caspari & W. J. Merz. (Phys. Rev., 13th Dec. 1950, Vol. 80, No. 6, pp. 1082-1089.) The d₄₃ piezoelectric coefficient was measured by both a static and a dynamic method and its value compared with that theoretically derived from the permittivity and spontaneous polarization. Measurements were made from room temperature to 140°C (Curie point 120°C). The static method, contrary to the dynamic method, shows that d₄₃ is not zero above the Curie point but that it decreases slowly with increasing temperature. This effect is attributed to the tetragonal structure induced by the external field through the electrostrictive effect. Observations of optical birefringence confirm this hypothesis.

Thorium Sulfide as a Thermionic Emitter.—T. E. Hanley. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, p. 1193.) The emission from ThS is only a quarter of that from ThO₂ at a brightness temperature of about 1500°C.

Growing Piezoelectric Crystals.—A. C. Walker. (J. Franklin Inst., Dec. 1950, Vol. 250, No. 6, pp. 481-524.) A summary of work carried out at the Bell Telephone Laboratories on the growing of large single crystals of ADP, EDT and quartz. Basic principles are indicated and apparatus is described. Problems encountered in the pilot-plant stage of the commercial production of ADP and EDT crystals are discussed.

The Variation with Temperature of the Piezoelectric Coefficients of Quartz.—A. C. Lynch. (Proc. phys. Soc., 1st Nov. 1950, Vol. 63, No. 371B, pp. 890-892.) The equivalent electrical circuits of three bars in longitudinal vibration were measured at approximately 25, 52-5 and 80°C. In this range of temperature the temperature coefficients of dₓ₄₁ and dᵧ₄₁ are respectively —2×10⁻⁸ and +1.3×10⁻⁸ parts/million/°C, and there is no evidence to support Cad's suggestion that dₓ₄₁ passes through a maximum near room temperature. The measurements suggest a rather high value for dₓ₄₁: (—2.2±0.1)×10⁻⁸ cm/s.e.u. of potential at 25°C.

The Production of Pulsed Magnetic Fields, Using Condenser Energy Storage.—R. S. W. Champion. (Proc. phys. Soc., 1st Oct. 1950, Vol. 63, No. 370B, pp. 785-806.) The pulsed magnetic field obtained by discharging a capacitor through an air-cooled coil is investigated theoretically, and expressions and curves are derived which enable the field produced by a specified coil and capacitor combination to be readily calculated. A switch, preferably electronic, connects the coil to the capacitor to initiate the discharge and then disconnects the two exactly at the end of one cycle. Thus all the stored energy is used to produce the field, and most of it is recovered at the end of the pulse. The design of the coil is considered in detail and a description is given of a practical air-cooled coil producing a field of 22.7 kilogauss with pulse duration 10-7 ms, when used with an 8-p,F capacitor fed from a 25-kV source. See also 99 of 1950 (Raoulit).

Electrical Contacts and Powder Metallurgy.—Nguyen Thien-Chi. (Ann. Radiolact., Oct. 1950, Vol. 5, No. 22, pp. 339-333.) Powder metallurgy has particularly valuable possibilities for the production of sintered electrical contacts. Some pseudo-alloys specially useful in this field are discussed, e.g., W (or Mo)/Cu (or Ag), Ag/CdO (or Ni, graphite, etc.), and figures for ductility and malleability are reported. Since in a pseudo-alloy each constituent retains its individual nature, the resulting range of properties far exceeds that obtainable with classical metallurgical processes. See also 2817 of 1949.

Nonuniform Distributions of Impurity Centres in Dry Rectifiers.—E. Spence. (Z. Naturf., April 1949, Vol. 4a, No. 1, pp. 57-51.) Typical distributions of impurity centres are investigated in a search for effects related to variation of concentration with distance from counter-electrode. The current/voltage relation is presented in a convenient approximate form whose evaluation demands only a knowledge of the potential variation through the barrier layer; this variation is determined for any distribution of impurity centres. The relation between the distribution of impurity centres and the dependence of differential resistance on bias voltage is studied for both backward and forward directions.

The Dielectric Properties of Copper-Oxide Rectifiers.—J. H. Calderwood, R. Cooper & H. K. Heppel. (Research, Lond., Nov. 1950, Vol. 3, No. 11, pp. 530-531.) Using an impedance-balance circuit, measurements of barrier-layer capacitance and differential resistance were made at frequencies between 100 c/s and 10 kc/s on a number of Cu₂O rectifiers. Both quantities varied somewhat with frequency. Loss-angle values showed general agreement with the Debye absorption curve. Over the range 0°–40°C, a shift of absorption to lower frequencies with decreasing temperature was observed.

in the range $-170^\circ$ to $+550^\circ$ C indicate a change from tetragonal to cubic structure at the Curie temperature, about $480^\circ$ C.

621.315.617.3

**Insulating Varshines.**—H. Quillatit. (Electrician, 1st Dec. 1950, Vol. 145, No. 3781, pp. 1249–1253.) The physical and chemical properties required in insulating varshines are enumerated and a survey is made of the various materials that are available, including silicones and high-temperature resins. The uses of varshines on electrical and radio components and the methods of application are discussed in some detail.

666.1.037.5


**MATHEMATICS**

517.4.5

The Use of Symbolic Calculus in Mathematical Research.—S. Colombo. (Ann. Télécommun., Oct. 1950, Vol. 5, No. 10, pp. 347–364.) Theoretical bases of the technique are summarized and its possible applications in establishing relations characteristic of certain transcendental functions are studied, including Hankel's transformation and higher-order circular and hyperbolic functions. Its use in the study of certain mass distributions and in van der Pol's applications to the analytical theory of numbers is described; other examples of its application are indicated. Symbolic calculus is a useful research tool; its rules are straightforward and rigorous and define necessary, if not always sufficient, conditions of validity. Forty-nine references are given.

517.422

The Mellin Transform and its Applications.—M. A. Barrucand. (Ann. Télécommun., Nov. 1950, Vol. 5, No. 11, pp. 381–388.) This transformation, though not so well known as that of Laplace, is one of the most important in mathematics. The principal rules of operation are studied and the transformation is applied to various problems, including the formation of Fourier kernels and the analytical extension of Taylor's series. An appendix gives numerous transformation formulae.

517.423.1


519.272

The Statistics of Correlated Events: Part 1.—C. Domb. (Phil. Mag., Oct. 1950, Vol. 41, No. 321, pp. 969–982.) One effect of the correlation of events is a change in the mean-square deviation of the number of events occurring in an interval of time $t$. By analogy with the shot effect in the presence of space charge, this is denoted by a factor $P$ for large values of $t$, and $P$ is evaluated in terms of the interval distributions between events. For finite intervals a corresponding factor $\gamma(t)$ is introduced which usually tends toward 1 as $t \to 0$. A correlation function for events occurring at times separated by an interval $\tau$ is defined, and its relation to $\gamma(t)$ is discussed. A generalization of Campbell's theorem applying to correlated events is derived and the problem of the random partitioning of correlated events is discussed.

621.385.832; 517.51: 681.142

The Monoformer.—Munster. (See 1033.)

517-512.4

Table of the Bessel Functions $Y_0(z)$ and $Y_1(z)$ for Complex Arguments. [Book Review]—Computation Laboratory, National Bureau of Standards. Publishers: Columbia University Press, New York, 1950, 1427 pp., $\$7.50. (J. Franklin Inst., Dec. 1950, Vol. 250, No. 6, pp. 587–588.) The functions are tabulated for complex arguments defined in polar coordinates along each of the rays $\phi = 0^\circ, 90^\circ, ... 90^\circ$; ten-place values of the real and imaginary parts are given for values of $z$ from 0 to 10 at intervals of 0.01. Various auxiliary tables and an explanatory introduction are included.

681.142


**MEASUREMENTS AND TEST GEAR**

53.087.6: 520.78: 53.088

Rate Drift of Timepieces.—(Tech. Bull. nat. Bur. Stand., Oct. 1950, Vol. 34, No. 10, pp. 150–151.) Short account of equipment developed by H. A. Bowman. A relay-type servo system keeps the phase of a crystal-controlled frequency standard in step with the frequency of the timepiece or oscillator under test. The magnitude of the phase shift is automatically plotted against time.

621.317.3: 621.396.611.3


621.317.3: 621.314.63

A New Method of Capacity Measurement on Dry Disk Rectifiers.—K. Lehovec. (J. appl. Phys., Jan. 1949, Vol. 20, No. 1, p. 123.) With an a.c. voltage and a suitable d.c. bias applied to the rectifier in series with a small resistor, the characteristic is traced on a c.r.o., using the voltage across the rectifier to give the abscissa and that across the resistance to give the ordinate. The character-
istic shows a loop from which the capacitance and resistance can be calculated as a function of voltage, assuming that (a) the rectifier is equivalent to a capacitance shunted by a resistance, and (b) both are functions of the instantaneous voltage only.

621.317.355.2 : 621.314.63

An Oscillographic Method for the Investigation of Dry-Rectifier Barrier Layers.—A. Hoffmann. (Z. angew. Phys., 15th Sept. 1950, Vol. 2, No. 9, pp. 352-359.) The assumptions and limitations of Lohovec's oscillographic 'loop' method of determining barrier-layer capacitance (940 above) are examined in detail. The discussion is restricted to disk-type rectifiers. Measurements made by this method are in good agreement with reactance-bridge measurements; the loop method has the advantage in respect of speed and ability to deal with incomplete rectifier disks, but is unsuitable for work at low values of forward current, on account of unavoidable large errors.

621.314.63

A New Electrostatic Voltmeter.—H. Greinacher. (Bull. schweiz. elektrotech. Ver., 15th Oct. 1949, Vol. 40, No. 21, pp. 816-817. In German.) If two metal plates are partly immersed close together in a liquid dielectric, the meniscus rises when a potential difference is applied across the plates. Two voltmeters based on the simple relation existing between the rise of level and the applied potential difference are described, one for microscope reading and the other with a projection scale. The effect has been applied previously for the determination of dielectric constant (see Helv. phys. Acta, 1948, Vol. 21, Nos 3/4, pp. 261-272).

621.314.63

534.321.9 : 620.179.16 953
Application of Ultrasonics in the Testing of Materials.—L. Bergmann. (Z. Ver. disch. Ing., 1st Sept. 1950, Vol. 99, No. 25, pp. 711–718.) A review is given of the development of ultrasonic testing apparatus in the two main classes operating respectively by transmission and reflection; the advantages and drawbacks of the two systems are compared. The theoretical basis is given briefly, and commercial apparatus is described. An application still in an early stage is the study of the crystalline structure of materials. Twenty-five references are listed.

621.314.653 954
The Ignitron and its Applications.—David & Causin. (See 1015.)

621.316.578.1 955
Electronic Sequence Timing for Compression-Molding Presses.—J. H. Wyman. (Elect. Mfg., N.Y., Nov. 1948, Vol. 42, No. 5, pp. 114–118.) Details of the construction and mode of operation of a 4-stage sequence timer. This controls the setting of two 3-way valves and two 2-way valves which directly govern the air supply to the press.

621.316.578.1 : 621.385.28 956
Timing Machine Operations with Small Thyatrons.—S. C. Rockafellow. (Product Engng, Nov. 1950, Vol. 21, No. 11, pp. 85–90.) Descriptions and diagrams of circuits for introducing time delay into the control systems of automatic and semi-automatic machines such as presses and test gear.

621.316.74 : 621.385.38 957
Precision Thermostat for High Temperatures.—(J. Franklin Inst., Nov. 1950, Vol. 250, No. 5, pp. 443–445.) Short description of a thermostat developed at the National Bureau of Standards by W. R. Eubank. The resistance of the Pt/Rh wire used for the furnace heater winding changes rapidly with temperature above 1000°C; this winding forms one arm of an a.c. bridge, the unbalance voltage from which is amplified and applied to the control grid of a thyatron controlling the current supplied to the heater coil. Furnace temperatures in the range 1000°–1550°C are maintained constant within ±0.1°C for several hours and within ±1.0°C for several days.

621.318.4 : 621.365.54† 958

621.365.54/55† 959

621.365.54† 960
Some Possibilities of H.F. Induction Heating in the Surface Hardening of Motor-Car Parts.—J. J. Leven. (J. Inst. Radiodlect, Oct. 1950, Vol. 5, No. 22, pp. 419–422.) An account is given of h.f. generating plant and semi-automatic hardening equipment in industrial use. Results obtained with typical parts are reported.

621.384.611.1† 961

621.384.611.2† 962

621.384.62 + 621.385.029.63/64 963
The Control of Electron Streams by means of Progressive Waves (Travelling-Wave Tubes).—Dohler. (See 1017.)

621.385.83 964
Note on the Focusing of Electron Beams in Certain Magnetic Fields.—P. A. Starrcock. (Proc. phys. Soc., 1st Nov. 1950, Vol. 63, No. 371B, pp. 954–957.) Equations are set out which determine the focusing properties of electron beams in magnetic fields whose scalar potential has a plane of antisymmetry. From these is derived the condition that a proposed ray-axis and associated focusing requirements should be physically realizable. It is also shown that the fringe-effect of fields with sharply defined boundaries may be characterized by a pair of focal lengths, for which formulae are given.

621.385.833 965
A Small Electron Microscope.—J. H. Reisner & E. G. Dornfeld. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1131–1139.) The instrument has a resolution of 100 Å. The magnetic lenses are energized by permanent magnets; the accelerating voltage is 50 kV, variable by 500 V for focusing. Plates and specimens can be rapidly changed. Direct magnifications of 1500, 3000 and 6000 are available.

621.385.83 966

621.387.4† 967

621.387.4† 968

621.387.4† : 621.383 969
Multiplier Phototubes in Scintillation Counters.—Hickman. (See 1016.)

621.395.6 621.385.029.63/64 970
Magnetic-Tape Recorder for Very-Low-Frequency Phenomena.—P. E. Green, Jr. (Rev. sci. Instrum., Nov. 1950, Vol. 21, No. 11, pp. 893–895.) Equipment for recording electrical 1–100-c/s signals for subsequent reproduction. The signals are used to modulate the frequency of a 1-kc/s carrier wave. The tape speed for reproduction is five times the recording speed, so that the output from the demodulator gives the original signals with frequencies multiplied by 5.

PROPAGATION OF WAVES 971
Group and Phase Velocities from the Magneto-Ionic Theory.—H. A. Whale & J. P. Stanley. (J. atmos. terr. Phys., 1950, Vol. 1, No. 2, pp. 82-94.) "When a radio wave is transmitted through a medium consisting of free electrons it is well known that the product of the refractive index $\mu$ and the group refractive index $\mu' = 1 + \frac{2}{\omega^2 v^2}$ is equal to unity. When a steady magnetic field is imposed on the medium, $\mu$ becomes a complicated function of wave frequency and the direction of propagation, $\mu'$ is even more complicated and the product $\mu \mu'$ is no longer equal to unity. It is shown that the product $\mu \mu'$ for different frequencies and directions of propagation, and sets of curves are given from which the behaviour of the product $\mu \mu'$ may be visualized as both wave-frequency and direction of propagation are varied. The curves were computed by the use of the EHDAC electronic computer. The use of the curves and the conditions under which they may be applied are discussed briefly."

Scattering of Electromagnetic Waves by Atmospheric Turbulence.—E. C. S. Megaw. (Nature, Lond., 30th Dec. 1950, Vol. 166, No. 4235, pp. 1100-1104.) Information concerning the large-eddy end of the spectrum of turbulence in the free atmosphere, obtained from analysis of records of angular fluctuations of star images, and concerning the small-eddy end of the spectrum, derived from observations of stellar brightness fluctuations, is discussed. Consistency of the values of total fluctuation of refractive index derived from these two sources indicates that it is correct to assume that "all the observations considered can be accounted for by an average spectrum of turbulence which is a permanent characteristic of the atmosphere, and that this is, in fact, the Kolmogoroff spectrum."

Formular resulting from a theory of scattering of short radio waves are quoted and differences between results deduced from this theory and from that of Booker & Gordon (1757 of 1950) are discussed. Theoretical results are compared with observations of field strengths of 10-cm waves on overseas and overland paths; these apparently confirm that "turbulent scattering, at least of centimetre waves, represent a permanent, if slightly variable, modification of normal propagation beyond the horizon."

The Absorption of Long and Very Long Waves in the Ionosphere.—J. P. Stanley. (J. atmos. terr. Phys., 1950, Vol. 1, No. 2, pp. 65-72.) "Experimental observations on a series of low frequencies have been made to show that models of the ionosphere in which the ionization density increases linearly or parabolically with height are unsuitable for explaining long and very-long-wave reflection phenomena. Agreement with observation can however be obtained if an absorbing or D-region of small ionization density but several kilometres in thickness is assumed to lie below the main reflecting region. A model in which the ionization density increases exponentially with height is found to include such an absorbing region; this model is used to deduce values for the ionization gradient and the electronic collision frequency in the very-long-wave reflecting region."

Attenuation of the Extraordinary Component in the Ionosphere E Layer.—W. Becker. (See 887.)

spread such that the amplitude falls to half value at an angle of $3^\circ$ for regions $E$ and $F$. For a frequency of $4-8 \text{ Mc/s}$, the corresponding value for region $F$ is $2-5^\circ$. There is no evidence for any pronounced seasonal or diurnal variations.

621.396.812.3 : 551.510.533

Periodic Fading of Short-Wave Radio Signals.—S. R. Khastgir & P. M. Das. (Proc. Phys. Soc., 1st Nov. 1950, Vol. 63, No. 371B, pp. 924–930.) Periodic fading of c.w. signals of frequency $4-8 \text{ Mc/s}$ over a distance of $240 \text{ km}$ was observed in India during the evening and early-nights hours of December 1948 and January 1949. The two main types of periodic fading were (a) sinusoidal fading, occurring once per second, attributed to interference between the lower- and upper-trajectory extraordinary waves reflected from the $E$ region, and (b) periodic fading at $2-10 \text{ cycles/min}$, attributed to interference between the two waves singly and doubly reflected from the $F$ region or singly reflected from regions $E$ and $F$. This could be accounted for by a vertical drift of the ionospheric layer or layers, at a rate agreeing with observed values. These two types of fading were sometimes superimposed. In a few patterns there was evidence of frequencies of $4-12 \text{ c/s}$, the origin of which is unknown.

RECEPTION

621.396.621

An Up-to-Date, High-Fidelity Receiver using Modern Valves: Part 2—The High-Frequency Circuits, Power Supply, and Complete Arrangement.—J. Rousseau. (T.S.F. pour Tous, Dec. 1950, Vol. 26, No. 266, pp. 409–416.) One stage of h.f. amplification is provided, using a 6BA6 miniature pentode. In the frequency changer a conversion slope of $1-1 \text{ mV/V}$ is obtained using a 6BA6 valve as mixer with a 6J5 valve as oscillator. The wave-selection at $25-40 \text{ cycles/min}$, attributed to interference between the two waves singly and doubly reflected from the $E$ region or singly reflected from regions $E$ and $F$. This could be accounted for by a vertical drift of the ionospheric layer or layers, at a rate agreeing with observed values. These two types of fading were sometimes superimposed. In a few patterns there was evidence of frequencies of $4-12 \text{ c/s}$, the origin of which is unknown.

621.396.620.04


STATIONS AND COMMUNICATION SYSTEMS

621.39.001.11

Information Theory.—W. Jackson. (Nature, Lond., 6th Jan. 1951, Vol. 167, No. 4236, pp. 20–22.) An account of the proceedings at a symposium in the rooms of the Royal Society, September 15, 1950, with short summaries of the various papers presented. Applications for copies of the proceedings should be sent to the Electrical Engineering Department, Imperial College of Science and Technology, London, S.W.7, and will be met as equitably as possible from the limited number available.

621.39.09

Frequency Compression.—L. Marcou. (Ann. Télécommun., Oct. 1950, Vol. 5, No. 10, pp. 321–337.) Paper presented at the conference at the Sorbonne, April/May 1950, on Signal and Information Theory. Simple compression of a frequency spectrum involves an increase in transmission time. To avoid this the signal must be suitably 'cut' before compression. A theoretical analysis of this principle is given. The conditions which must be satisfied for intelligibility not to be lost and the effect of compression on different instantaneous frequency components of the signal are investigated. Theoretically, compression by frequency division, with subsequent multiplication on reception, is a satisfactory solution of the problem of narrow-band transmission. See also 3155 of 1950 (10eob).

621.396.82 : 621.396.41

Interference in Multi-Channel Circuits.—L. Lewin. (Wireless Eng., Dec. 1950, Vol. 27, No. 327, pp. 294–304.) A detailed mathematical analysis of the interference in multichannel systems due to nonlinear relations between the input and output signals. Assuming an output/input relation which is a power series of the input signal, suitably delayed, the harmonic content of the output corresponding to a single pure-tone signal is found and compared with the interchannel interference when many channels are operative. In general, groups of interference products which are not random in phase are produced and a complex analysis is necessary to deduce the resultant interference from the intensities of the various harmonics. The standard method of measurement is justified only when the higher harmonics are negligible compared with the second and third orders. Distortion due to mismatches on a long feeder line is examined in detail; under such conditions the total interferences may be appreciable when the absolute values of the lower harmonics are only small.

621.396.931/932


621.396.931

Multiplex Design.—F. B. Gunter. (EM—TV, Nov. 1950, Vol. 10, No. 11, pp. 16–18.) The Westinghouse Type-FB f.m. multiplex transmitter/receiver for operation in the 960-Mc/s band is described, photographs and sectional and circuit diagrams being included. Both sender and receiver are crystal-controlled. Up to 7 speech channels are available, with a r.f. output power into the aerial of 5 W and an overall distortion $<1\%$.

621.396.931

Design of Mobile Radio Communication Equipment for Land/Mobile Services operating on Frequencies between 152–174 Mc/s.—K. A. Beers, W. A. Harris & A. D. Zappacosta. (Trans. Amer. Inst. elect. Engrs., 1949, Vol. 68, Part II, pp. 1232–1239.) The rapid increase in the number of systems using the frequency band 152–174 Mc/s, and the problems resulting from this increase, are discussed briefly. Equipment is described that has been designed to double the number of channels that can be used in any one locality.

621.396.931 : 624.193

Transmission through Tunnels.—J. B. L. Foot. (Wireless World, Dec. 1950, Vol. 66, No. 12, pp. 456–458.) Report of tests by the G.E.C. Research Laboratories in railway tunnels, with the object of communication between signal boxes and moving trains. Frequencies of $82, 460$ and $1400 \text{ Mc/s}$ were used. At the lower
frequencies the tunnel attenuation is high, while the higher frequencies offer a practical solution of the problem, though the use of frequencies above about 500 Mc/s would probably introduce equipment problems and increase the cost.

501 Mc/s would probably introduce equipment problems, though the use of frequencies above about 500 Mc/s would probably introduce equipment problems and increase the cost.


SUBSIDIARY APPARATUS


621-526 Carrier Compensation for Servomechanisms.—H. E. Blanton. (J. Franklin Inst., Nov. & Dec. 1950, Vol. 250, Nos. 5 & 6, pp. 391-407 & 525-542.) The problems involved in the provision of compensation to improve the stability and performance of systems using carrier-frequency techniques for data transmission are described. The theoretical forms of the compensation transfer characteristic for both amplitude and phase response are given. The various types of passive electrical networks are compared with those using inductance coils; in particular, it is shown that the disadvantages of passive RLC networks are the nonlinearity of the transfer characteristics and the necessity for the inclusion of (a) a circuit to protect the electrolytic capacitors from application of reverse voltage in case of failure of one of the rectifier diodes, and (b) a circuit to stabilize the output. Some design details are given.

621.314.6 Representation and Generalized Basis of Calculation for Rectifiers with Buffer Capacitors.—H. Verse. (Bull. schweiz. elektrotech. Ver., 15th Oct. 1949, Vol. 49, No. 21, pp. 818-826. In German.) Rectifiers of this type are used commonly for supplying anode voltage in communications, h.f. and measurement apparatus, etc. The circuits are compared with those using inductance coils: the basic half-wave rectifier is discussed in detail, and more complex arrangements are examined by means of equivalent circuits. A simple general method of calculation based on graphical data is developed, and a numerical example is worked out.

621.314.63 : 621.317.335.2 An Oscillographic Method for the Investigation of Dry-Rectifier Barrier Layers.—Hoffmann. (See 941.)

621.314.63 : 621.317.335.2 A New Method of Capacity Measurement on Dry Disk Rectifiers.—Lehovec. (See 940.)

621.314.621 Conductivity Contour of the Barrier Layer in the Copper-Oxide Rectifier, as obtained from H.F. Measurements, and its Ordering into Space-Charge Zones.—G. Pfotzer. (Z. Naturf., Dec. 1949, Vol. 4a, No. 9, pp. 691-706.)

621.316.93 Performance Characteristics of Lightning Protective Devices.—(Trans. Amer. Inst. elect. Engrs, 1949, Vol. 68, Part II, pp. 1333-1336. Discussion, p. 1336.) Combines in one report the data on lightning arresters of various types published previously by the A.I.E.E. Lightning Protective Devices Subcommittee in a number of separate reports, with such modifications as are required to bring the material up to date. In addition, data covering line explosion-type arresters, and data on rod-gap spark-over voltages, are included for co-ordination with lightning-arrester characteristics.

621.319.332 New 200 000-V Electrostatic Generators.—H. Hémar-dinquer. (Elektron, Livr., 1950, No. 11, pp. 360-361, 386.) A brief account, taken from Électricité, Oct. 1950, of an influence machine developed at the Laboratoire National de la Recherche Scientifique and commercially available. A rotor with metal segments of thickness 2-4 mm revolves inside a sealed container under a pressure of 25-30 atm., this increased pressure multiplying the power 200-fold. Currents up to 10 mA can be supplied, and power output, not voltage, is proportional to size. The machine is robust and cheap, and is suitable for operating electron microscopes and television apparatus as well as for agricultural and medical applications.


621.396.682 : 621.316.935.1 Voltage Doubler with Saturable Reactor.—R. Aschen. (Radio franc., Oct. 1950, No. 10, pp. 5-8.) In the arrangement described the basic voltage doubler is modified by inclusion of (a) a stabilizing saturable reactor whose impedance decreases as the current through it increases, (b) a circuit to protect the electrolytic capacitors from application of reverse voltage in case of failure of one of the rectifier diodes, and (c) a circuit to stabilize the output. Some design details are given.

TELEVISION AND PHOTOTELEGRAPHY

621.385.832 : 535.37 Color Cathode-Ray Tube with Three Phosphor Bands.—G. S. Zschorlich. (J. Soc. Mat. Pict. Televis. Engrs, Oct. 1950, Vol. 55, No. 4, pp. 367-376.) The screen of a c.r.t. tube for projection colour television has three phosphor bands fluorescing respectively in red, blue and green. The tube is suitable for use with field- or line-sequential transmissions, and in the former case the bands are arranged one below the other, in the latter case side by side. The resulting three images are superimposed by the optical projection system. There are two inherent drawbacks: the screen area is inefficiently used from the standpoint of light output, and the resolution is inadequate.

A.78

621.397.5: 535.623


621.397.5: 621.315.212


621.397.5: 778.5

1006 Video Recordings Improved by the Use of Continuously Moving Film.—W. D. Kemp. (Tele-Tech, Nov. 1950, Vol. 9, No. 11, pp. 32-35.63.) Detailed description of B.B.C. technique. The film moves continuously, but optical compensation methods are used to obtain a succession of separate pictures as with ordinary cinema film. Details of these methods are given. The system is normally used to record at 25 frames/sec from a television picture with a repetition rate of 25/sec, but a simple modification permits recording at 24 frames/sec from a picture with repetition rate 30/sec. Application of a 10-15-Mc/s sine-wave deflection voltage to the scanning beam reduces line structure in the record.

621.397.5: 778.5


621.397.5(093.74)


621.397.743: 621.392.5: 621.315.212

1009 Equalization of Coaxial Lines.—Gould. (See 836.)

621.397.8

1010 The Range of the 819-Line Television Transmitter at Lille.—(Radio prof., Paris, Oct. 1950, Vol. 19, No. 188, pp. 4-5.) Rough chart of the service area. Peak power for vision is 200 W; carrier power for the sound channel 35 W. Vision signals are received 94 km (58 miles) to the west of the transmitter. The reception of vision is 200 V; carrier power for the sound channel 32 V. Details are given of signal transmission from the equipment to the transmitting aerial. The power gain of the aerial is about 10.

621.397.5


TRANSMISSION

621.396.619: 621.392.26: 621.396.615.141.2

1012 The Development of Modulation on Waveguides.—J. Ortusi & P. Fehrer. (Ann. Radioïdlect., Oct. 1950, Vol. 5, No. 22, pp. 331-338.) Modulation of the energy fed along a waveguide by means of a magnetron coupled to it by a coaxial line was described in 54 of 1948 (Guton & Ortusi). The design of the magnetron is discussed in relation to modulation factor and bandwidth; a magnetron with grooves linking the cavities is described. Static and dynamic impedance and conditions for minimizing losses are considered. The influence on the interelectrode h.f. field of various parameters is investigated, and space-charge resonance is studied as a function of d.c. magnetic field and anode potential. Application to a television transmitter operating on a carrier wavelength of 23 cm with modulation frequencies up to 30 Mc/s is described.

VALVES AND THERMIONICS

537.533.8: 621.396.615.14

1013 Space-Charge Effects in Electron Beams and their Reduction by Positive-Ion Trapping.—E. G. Linder & K. G. Hernqvist. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1088-1097.) "An equilibrium condition may be established in which the electron and ion densities are equal, and then space-charge forces will be neutralized. Under these conditions high current densities may be produced at low voltages. A theory of ion trapping is discussed, and the equilibrium condition is formulated. Experimental data are presented which were obtained by the application of microsecond pulses to the beam. This technique is described, and its advantages and possibilities are mentioned. Data are given on beam spread as a function of current, voltage, and pressure. Data on the improvement due to ion trapping are included. An increase of current density by a factor of 30 was observed with the structures tested. Results are included on ion build-up time as a function of pressure, and on beam noise and stability in the presence of trapped ions."

537.533.8: 621.396.615.14

1014 On the Time Delay of Secondary Emission.—G. Diemer & J. L. H. Jonker. (Philips Res. Rep., June 1950, Vol. 5, No. 3, pp. 161-172.) The upper frequency limit of a disk-seal dynatron is found to be 2.4 kMc/s; from this an upper limit of 3 x 10^-14 sec is deduced for the time lag of secondary-electron emission. Measurements of the amplification of an u.h.f. dynatron at 300 Mc/s indicate that r < 10^-11 sec; an upper limit of the order of 10^-12 to 10^-13 sec can be estimated theoretically from transit-time effects within the secondary-emission material.

621.314.653

1015 The Ignitron and its Applications.—R. David & C. Cassin. (Orde elect., Nov. 1950, Vol. 30, No. 244, pp. 476-484.) Both sealed and vacuum-maintained types are discussed and practical applications as rectifier elements and as inertialless contactors are described.

621.383: 621.387.4

1016 Multiplier Phototubes in Scintillation Counters.—R. E. B. Hickman. (Elektroni Engng, Nov. 1950, Vol. 22, No. 273, pp. 474-476.) The advantages and the principles of operation of scintillation counters using multiplier phototubes are discussed and the principal characteristics of Types 581A, 1P21, 1P22, 1P28 and 5819 phototubes are tabulated.

621.385.029.63: 621.384.62


621.385.029.63: 621.384.62

whose solution yields four eigenvalues, indicating a coupling action between the two beams via their common e.m. field. To confirm this, an arrangement is investigated in which the two beams are separated coaxial hollow cylinders; amplification increases with tightness of coupling. Because of the elastic properties of the electron charges within the stream, two waves with different phase velocities are propagated.

621.385.029.63, 64
The Active Coaxial Tube.—P. A. Clavier. (Phys. Rev., 17th Jan. 1950, Vol. 77, No. 2, p. 302.) The possibility indicated by Roberts (608 of 1950) of obtaining gain in a travelling-wave valve in the direction opposite to that of the electron beam is confirmed. Considering a waveguide traversed by a beam, the gain parameters have been derived as functions of the Larmor frequency, the electron plasma frequency, the wavelength, and the guide diameter. The importance of proper matching is emphasized.

621.385.029.63, 64
On the Properties of Valves using a Constant Magnetic Field: Travelling-Wave Valves with Magnetic Field: Part 4.—O. Doehler, J. Brossart & G. Mourier. (Ann. Radioelect., Oct. 1950, Vol. 5, No. 22, pp. 293-307.) Linear theory given in part 3 [1544 of 1949 (Brossart & Doehler)] is developed further, and a more exact calculation is made of the small-signal gain. Two further wave modes are found: these undergo neither amplification nor attenuation. The major cause of nonlinear effects is anode absorption. Efficiency is higher for beam injection potentials small compared with anode potential; a simple expression is given for the efficiency in that case.

621.385.029.63, 64 : 537.533.7
Dynamic Electron Flow under the Influence of Dynamic Fields.—König. (See 854.)

621.385.029.63, 64 : 621.396.615.141.2
Space-Charge Effects in Magnetic-Field Travelling-Wave Valves.—R. Warnecke, O. Doehler & D. Bobot. (Ann. Radioelect., Oct. 1950, Vol. 5, No. 25, pp. 279-292.) Development of discussion on the type of valve previously described [2064 of 1949 (Brossart & Doehler)] is developed further, and a more exact calculation is made of the small-signal gain. Two further wave modes are found: these undergo neither amplification nor attenuation. The major cause of nonlinear effects is anode absorption. Efficiency is higher for beam injection potentials small compared with anode potential; a simple expression is given for the efficiency in that case.

621.385.029.63

621.385.028, 032.216
Effect of Coating Composition of Oxide-Coated Cathodes on Electron Emission.—E. G. Widell & R. A. Hollar. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1115-1118.) Experiments indicate that maximum electron emission under saturation conditions is obtained from a solid solution containing SrO and BaO in a molecular ratio of about 7:3. Maximum size of the co-precipitated carbonate particles is obtained with the same ratio of constituents. Valves with such cathode coatings showed no measurable electron-emission decay for a pulse duration of 10 µs.

621.385.032.216
The Spectral Emittance of Nickel and Oxide-Coated Nickel Cathodes.—S. L. Martin & G. F. Weston. (Brit. J. appl. Phys., Dec. 1950, Vol. 1, No. 12, pp. 318-324.) Knowledge of the emittance is required to derive the cathode temperature from the observed brightness. Values at a wavelength of 0.66 µ have been measured for various oxide-coated cathodes and for nickel cores. The effects of sputtering or baking treatment, temperature, getter flash and (in oxide-coated cathodes) surface texture are discussed.

621.385.032.216 : 535.215
Photoelectric Effect in Oxide Cathodes.—J. Debiesse & R. Chameix. (Le Vide, Jan. 1949, Vol. 4, No. 19, pp. 545-552.) A recapitulation is given of results of experiments reported previously (607 and 1817 of 1948). Treatment of oxide cathodes encouraging thermionic emission reduces their photoelectric sensitivity. Simple calculations of the numbers of photons, electrons, Ha atoms and oxide molecules involved in the mechanism tend to show that the phenomena observed are due to a combination of photoelectric effect and variation of conductivity of the oxide layer. The loss of photosensitivity following thermal activation is attributed to an excess of Ha atoms at the surface, as previously suggested by de Boer.

621.385.032.216, 2
Base-Metal Effects in Thoria-Coated Filaments.—H. Nelson. (J. appl. Phys., Nov. 1950, Vol. 21, No. 11, pp. 1194-1195.) Adherence of thoria to the metal filament is good for Pt but poor for W, as expected from the relative coefficients of thermal expansion. It is to be expected that a stoichiometric excess of metal in the crystal lattice of the thoria is associated with a low work function: experiment provided confirmation of this, higher thermionic activity being observed for a Ta base than a Pt base, since Ta is a better reducing agent.

621.385.032.3

621.385.5, 621.385.6, 537.532.7
A 30-Element Electrostatically-Focused Radial Beam Tube.—A. M. Skellett & P. W. Charton. (Tele-Tech, Nov. 1950, Vol. 9, No. 11, pp. 26-27.) Description of a 30-section 2 element electrostatically-focused radial beam tube for high-speed sequential switching, using beam deflection. Two types are available, one having all the grids except one connected together and separate anode leads, the other having all the anodes except one strapped and separate grid leads. Each of the 30 sections has a transconductance of 12 µhos, a 5-MΩ anode load, and an amplification factor of 60. Normal operating conditions are: anode voltage 450 V, beam current 60 µA, cathode bias 76 V, and a 6-phase deflection voltage of 300 V r.m.s. Crosstalk does not exceed 30 db and sweep speeds up to 105 sec are possible.

621.385.5, 621.385.6, 537.532.7
A 30-Element Electrostatically-Focused Radial Beam Tube.—A. M. Skellett & P. W. Charton. (Tele-Tech, Nov. 1950, Vol. 9, No. 11, pp. 26-27.) Description of an electron beam tube for high-speed sequential switching, using beam deflection. Two types are available, one having all the grids except one connected together and separate anode leads, the other having all the anodes except one strapped and separate grid leads. Each of the 30 sections has a transconductance of 12 µhos, a 5-MΩ anode load, and an amplification factor of 60. Normal operating conditions are: anode voltage 450 V, beam current 60 µA, cathode bias 76 V, and a 6-phase deflection voltage of 300 V r.m.s. Crosstalk does not exceed 30 db and sweep speeds up to 105 sec are possible.
**Fundamentals and Applications of Colour-Trace Tubes**


The screen has a coating of microcrystalline KCl, which develops red to dark-blue coloration according to the intensity of the incident radiation. The coloration disappears on warming, which is effected by electrical heating of an adjacent, very thin, transparent layer of tungsten. Other methods of obliterating the trace are 'wiping' the screen at much greater intensity or applying an electric field. Using a 4-mm trace with resolution 1:150, trace velocities of 100 m/s are attainable. Application of these tubes in communication, measurement, facsimile, and colour-television systems are described and discussed.

**An 'Ideal' Post Deflexion Accelerator C.R.T.—** L. S. Allard. (Electronic Engng, Nov. 1950, Vol. 22, No. 273, pp. 461–463.) The final accelerating field is introduced between two parallel sheets of wire gauze placed very near and parallel to the fluorescent screen. In this way the deflector-plate sensitivity is unaffected and scan distortion is completely eliminated, but owing to the considerable proximity the range of resolution—contrast range are reduced. The author considers that the disadvantages of the tube outweigh its advantages for commercial use. See also 2307 of 1949 (White).

**The Amplification Observed in Semiconductors.**—H. F. Mataré. (Onde elect., Nov. 1950, Vol. 50, No. 238, pp. 490–493.) To obtain a quantitative idea of the phenomenon of transistance, comparative measurements were made at 60 Mc/s of emitter, collector and transfer resistance and capacitance for two mechanically identical Ge crystal triodes of which one, the transistor (see 2978 of 1949), exhibited amplification while the other did not. The results are shown graphically as functions of emitter current, and are discussed. Calculations based on the results yield values for the concentration of impurity centres consistent with Bardeen & Brattain's theory (264 of 1949) that the emitter current is carried by holes. A matrix analysis of the transistor considered as a quadripole is included.


---

**MISCELLANEOUS**

519.283: 658.562


621.39 Heaviside

**The Centenary of the Birth of Oliver Heaviside.**—L. Bouthillon. (Onde elect., Oct. 1950, Vol. 50, No. 283, p. 394.) Papers read at a commemorative meeting at the Sorbonne, May 1950, are noted; these are given in full on pp. 365–415 of the journal and include tributes by L. de Broglie, E. Picault, P. Humbert, S. Colombo, P. M. Prache, L. Bouthillon, E. Appleton (representing the Royal Society) and W. Jackson (representing the Institution of Electrical Engineers).